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Abstract

The neutrinos emitted from thermonuclear reactions in the Sun help to unravel the pro-
cesses occurring in its core. According to the Standard Solar Model predictions, the two
processes: pp (proton-proton) chain and CNO (carbon-nitrogen-oxygen) cycle reactions
power the Sun. The pp-chain processes are the primary source of solar energy while the
CNO cycle is hypothesized to be the dominant energy production process in heavier stars
and is assumed to contribute less than 1% to the solar energy. This makes it difficult to
detect the CNO neutrinos coming from the Sun. All pp-chain neutrinos have already been
detected before. The observation of solar neutrinos from CNO cycle will give a complete
picture about the sources of energy in the Sun and will also provide an insight into the
longstanding problem of the metallicity of the Sun.

The Borexino Detector, an ultra-pure liquid scintillator located at the Laboratori Nazion-
ali del Gran Sasso, Italy has detected the neutrinos from CNO cycle in the Sun for the
first time in history. The challenges faced in the analysis of CNO neutrinos are the low
rate of CNO neutrinos and degeneracy of spectral shape of CNO neutrinos to that of 210Bi
background and pep solar neutrinos. This thesis describes the analysis methods used to
extract the different backgrounds and CNO neutrino signal and evaluate systematic un-
certainties associated to it. My work concentrates towards optimisation of Monte Carlo
simulation in order to prepare simulated 210Po data specifically used for CNO analysis
and determination of constraints like 11C shift and 210Bi constraint parameters such as
beta leakage and efficiency of MLP discrimination method on 210Po data. In addition to
this, the fit method used to disentangle CNO neutrino signal from backgrounds in data
and some of its systematics evaluation is also presented. The main result of the analysis
is the exclusion of the absence of CNO solar neutrinos at the significance level greater
than 5.0σ at 99% confidence level.
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Chapter 1

Introduction to Solar Neutrinos

This chapter describes the fusion processes occurring in the core of the Sun and classifying
the neutrinos coming from these processes which are referred to as solar neutrinos. In
section 1.1, the two chains of processes fueling the Sun are discussed which are called pp
chain and CNO cycle. The importance of studying solar neutrinos is also cited in this
section.

Section 1.2 illustrates about the theoretical models, known as Standard Solar Models
(SSMs) which rely on the information coming from other measurements to predict the
neutrino flux from the Sun. This in turn helps to determine the picture of the Sun’s core.

Section 1.3 classifies the different solar neutrino experiments based on their detection
methods. Various important historical solar neutrino experiments are also described and
their results are stated in this section.

1.1 Processes powering the Sun

As stated in [1] and [2], the stars like Sun are powered through various thermonuclear
reactions occurring in its core. The energy is generated in the Sun through the following
reaction:

4 1H −−→ 4He + 2 e+ + 2 νe + Q , (1)

where Q denotes the Q-value of the reaction, i.e the energy released during the nuclear
process. The value of Q is 26.73 MeV. Here, a single helium nucleus is formed due to
fusion of four hydrogen nuclei and results in the emission of two positrons, two electron
neutrinos, and the energy. This reaction is based on the findings of F.W. Aston. He
discovered that the mass of helium nucleus is less than the combined masses of four
hydrogen nuclei. This mass difference leads to difference in the binding energy of reactant
and product nuclei of the reaction and therefore results in the emission of energy. Hence,
this process can allow our star to shine.

The formation of He nucleus as an end product in equation 1 takes place through differ-
ent sequences of nuclear reactions. Theoretical models (described in sec 1.2) predict that
the two chains of reactions named as pp-chain and CNO-cycle are responsible for fueling
the stars like Sun. The relative contribution of the two channels depend on temperature
of the core of the star (Fig 1.1). In Sun, pp-chain reactions are the dominant mechanisms
and contribute ∼99% to the solar luminosity. And the remaining ∼1% contribution to the
energy of the sun is thought to be accounted by the reactions in CNO-cycle. However the
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CNO cycle, a subdominant cycle in Sun, is believed to be the primary source of energy
in stars with mass greater than about 1.3 times the solar mass.

Figure 1.1: CNO and pp-cycle as function of temperature of star’s core. The black circle
denotes the Sun [3].

pp-chain

The first step in the pp-chain reaction is the fusion of two protons to form deuterium with
branching ratio of ∼99.6% :

p + p −−→ 2H + e+ + νe (Eν ≤ 0.42 MeV). (2)

The alternative pep reaction accounts for the remaining ∼0.4% branching ratio. In this
case, mono-energetic neutrinos (pep νs) are released :

p + e− + p −−→ 2H + νe (Eν = 1.44 MeV). (3)

Further the chain proceeds with proton absorption by deuterium, produced in one of the
previous reactions, with no emission of neutrinos but release of energy of 5.49 MeV occurs
through gamma photons:

2H + p −−→ 3He + γ. (4)

After this step, the chain is now divided into three terminations named as pp-I, pp-II and
pp-III reactions. Among these three reactions, pp-I has the highest probability of 85% to
occur with Q-value = 12.86 MeV:

3He + 3He −−→ 4He + 2 p. (5)
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Furthermore, 4He can also be created using the so-called hep reaction and hence the highly
energetic neutrinos emitted in this reaction are called as hep-νs. They have not been
observed yet due to their very low rate of production, since this reaction has extremely
low probability (∼10−5%) to occur:

3He + p −−→ 4He + e+ + νe (Eν ≤ 18.77 MeV). (6)

The termination reactions, pp-II and pp-III, are preceded by a reaction forming 7Be. This
reaction accounts for remaining ∼15% of probability and has a Q-value of 1.59 MeV:

3He + 4He −−→ 7Be + γ. (7)

Formation of 7Be leads to 2 branches of reactions. The first reaction is the electron capture
by 7Be emitting mono-energetic neutrinos and creation of 7Li. Depending on whether 7Li
is produced in ground state or excited state, the energy of neutrinos is either 0.862 MeV
or 0.384 MeV.

7Be + e− −−→ 7Li + νe (Eν = 0.862 MeV or 0.384 MeV). (8)

This pp-II branch is ended via the following reaction:
7Li + p −−→ 2 4He + 17.35 MeV. (9)

The alternative branch starts with the creation of 8B :
7Be + p −−→ 8B + γ + 0.14 MeV. (10)

Now, the 8B decays via emitting neutrino with continuous spectrum and the product 8Be
undergoes α decay ending the pp-III branch reaction :

8B −−→ 8Be∗ + e+ + νe (Eν ≤ 16.5 MeV), (11)
8Be∗ −−→ 2 4He. (12)

CNO-cycle

The CNO cycle, suggested by C.F. von Weizsäcker [4], consists of reactions where four
protons are burned to form 4He catalysed by 12C, 14N, and 16O nuclei. This reaction
mechanism involves 2 subcycles as shown in Fig 1.2. The dominant one is subcycle-I with
the probability of 99.95% to occur and the secondary cycle, CNO subcycle-II accounts for
remaining 0.05% probability.

The subcycle-I starts with proton capture by 12C to form 13N and proceeds as following:
12C + p −−→ 13N + γ + 1.95 MeV (13)

13N −−→ 13C + e+ + νe (Eν ≤ 1.2 MeV) (14)
13C + p −−→ 14N + γ + 7.54 MeV (15)
14N + p −−→ 15O + γ + 7.35 MeV (16)
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Figure 1.2: The 2 subcycles of the CNO reaction chain

15O −−→ 15N + e+ + νe (Eν ≤ 1.73 MeV). (17)

At this stage, 15N either forms back to 12C as following:
15N + p −−→ 12C + α + 4.96 MeV (18)

or is converted to 16O and further proceeds as below to form subcycle-II:
15N + p −−→ 16O + γ + 12.1 MeV (19)
16O + p −−→ 17F + γ + 0.6 MeV (20)

17F −−→ 17O + e+ + νe (Eν ≤ 1.74 MeV) (21)
17O + p −−→ 14N + α + 1.2 MeV. (22)

Now, the reaction 16 is repeated and the cycle continues as before.

The expected energy spectra of the solar neutrinos produced in all the previously men-
tioned reactions is shown in Fig 1.3. Here, the unit of flux is cm−2s−1MeV−1 for continuous
spectra and cm−2s−1 for mono-energetic ones.

The study of solar neutrinos is important because they act as probe to gain informa-
tion about energy loss or production mechanism in the Sun. The advantage of studying
neutrino luminosity over optical luminosity is that since neutrinos are weakly interacting
particles, they promptly escape from core of the Sun. However, it takes around 105 years
for photons to escape the Sun’s core.

In addition to this, the study of especially CNO solar neutrinos will help to solve a
puzzle known as "metallicity problem" which is discussed in the next section in more
detail.
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Figure 1.3: Theoretical energy spectrum of different solar neutrinos [5].

1.2 Standard Solar Model

Standard Solar Models (SSMs) [6] are the quantitative descriptions of evolution of star of
one solar mass. Its parameters are calibrated such that it matches the surface properties
of the sun at present. The elemental abundances, derived from the spectroscopic data
from the Sun, are the main constraints used in its construction. It is derived from conser-
vation laws and energy transport equations and various input parameters like present day
solar luminosity, radius, mass, age, radiation opacity, nuclear cross sections, Z/X ratio
(metallicity) and equation of state. Then, these models help to predict the neutrino fluxes
and speed profiles of sound waves (helioseismology).

The Z/X ratio or metallicity refers to the fraction of elements heavier than He. Heavy-
element abundances from GS98 (Grevesse and Sauval 1998) forms a model which has
been found in good agreement with the helioseismological data. This is known as older
high-metallicity scenario (Z/X = 0.0229).

However, the development of 3-D hydrodynamic models of solar atmosphere since 2001,
has led to significant decrease in the value of Z/X ratio to 0.0178. Low element abundance
from AGSS09 fails to match the helioseismic probes of solar properties. This is known
as newer low-metallicity scenario. And this discrepancy is known as "solar abundance
problem".
The solution of this problem lies in the solar neutrino measurement, especially the obser-
vation CNO neutrinos and the measurement of its flux. Since this flux predicted by high
metallicity SSM differs significantly (∼28%) from that of low metallicity SSM, comparison
of the measurement with the predictions could contribute to the solution of this problem.

1.3 Solar neutrino experiments

As already stated, the neutrinos are so unreactive that they immediately escape from
sun’s core to space unlike the photons. However, this also means that they are difficult to
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Figure 1.4: The fractional difference of sound speed between data and model. Blue line
shows the high metallicity scenario while red line shows low metallicity scenario [6].

capture or detect due to their small interaction cross-section. In order to overcome this
obstacle, several giant neutrino detectors have been proposed and built over a long period
of time. Many efforts have been made to reduce the sources of background to make the
neutrino detection precise as much as possible. These detectors make use of detection of
the secondary particles created when neutrinos interact with the target. The experiments
have been mainly classified based on their detection techniques.

In principle, there are two categories of solar neutrino experiments:

• Radiochemical experiments - The principle of detection in the radiochemical
experiments is the detection of the decay products of the unstable daughter nuclei
in the following charged current interaction:

A
ZX + νe −−→ A

Z+1Y + e− (23)

This technique is only sensitive to electron neutrinos at MeV energies since muons
and tau leptons would be heavy to get created. As the detection is based on the
counting of daughter nuclei, this method measure the integral flux above a certain
energy threshold. This threshold varies for different experiments as shown later.

• Real time experiments - These kind of experiments exploit typically elastic scat-
tering (in liquid scintillator detectors) and water Cherenkov radiation processes (in
Cherenkov detectors) to detect neutrinos. However, some experiments like SNO also
make use of detection techniques like neutral and charged current interactions which
is discussed later. The advantage in these experiments is that the neutrino energy
spectrum is measured along with other information like interaction position in the
detector including the arrival direction of neutrino in Cherenkov detectors.
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Historical Experiments

Homestake Experiment

This experiment [7] was built in Homestake gold mine in South Dakota in USA with
a tank of perchloroethylene (C2Cl4) serving as target at 4100 mean water equivalent
(m.w.e). This was the first solar neutrino experiment running between 1970-1994. It is
the chlorine based experiment using the following decay reaction to detect neutrinos:

37Cl + νe −−→ 37Ar + e− (24)

The energy threshold of this reaction is 0.814 MeV. Hence, this experiment could not
measure the pp-neutrino flux. The 37Ar produced is extracted through helium purging
out the tank and is counted in proportional counter via detecting the auger electrons
resulting from electron capture of 37Ar.

The average count rate measured with data of more than 20 years is 2.56 ± 0.16(stat)
± 0.15(sys.) SNU1. When compared to the prediction of SSM which is 9.3 ± 1.3 SNU,
this gives the sign of neutrino deficit, later widely known as the solar neutrino problem.

(Super)-Kamiokande

This water Cherenkov detector [8] is situated in the Kamioka mine in Japan at the depth
of 2700 m.w.e. This experiment was able to measure 8B solar neutrinos in real time via
neutrino-electron scattering :

νx + e− −−→ νx + e− x = e, µ, τ (25)

This scattering process is sensitive to all active neutrinos but cross section for scattering
by νe is larger than that of νµ and ντ . The scattered electron emits the Cherenkov light
having the energy threshold of 5 MeV and in turn, the light is collected by the several
PMTs located on the tank surface of the detector. This technique has made solar neutrino
to disentangle from backgrounds as there is strong directional dependence of scattered
electron to arrival direction of the neutrino. The measurement of 1496 days has yielded
the time averaged flux of 8B neutrinos = 2.35 ± 0.02(stat) ± 0.08(sys) · 106 cm−2 s−1

[9]. This corresponds to only 46.5% of SSM prediction. Hence, this confirms the results
of chlorine based experiment.

Gallium Experiments

The gallium based experiments built so far are GALLEX/GNO and SAGE. The main
principle of the detection is via radiochemical method where 71Ga serves as target and
decay as following:

71Ga + νe −−→ 71Ge + e− (26)

with the energy threshold of 0.233 MeV. This means that this radiochemical technique
could measure low energy solar pp neutrino flux. The detection is done using proportional
counters by detecting Auger electrons resulting from the electron capture reaction of 71Ge.

GALLEX (gallium experiment) ([10]-[11]) was set up in the Gran Sasso underground
laboratory in Italy and took data from 1991 to 1997. It used 30.3 t gallium in the form of
GaCl3 solution. When equilibrium between the production and decay rates is achieved,
71Ge is extracted by purging nitrogen and is converted to german gas (GeH4). Its decay

11 SNU = 10−36 captures per target atom per second
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is observed in proportional counters. GNO experiment [12] is the upgrade of GALLEX
experiment running from 1998 till 2003.

The SAGE (Soviet-American Gallium Experiment) [13] was located in the Baksan un-
derground laboratory in Russia. The detection principle is same as for GALLEX/GNO
experiment but the difference lies in the usage of metallic gallium as target in SAGE.
The combined results of all three experiments is 66.1 ± 3.1 SNU. On comparing with the
predictions of SSM, deficit of solar neutrinos is confirmed.

SNO

The SNO (Sudbury Neutrino Observatory) detector ([14]-[16]) is a water Cherenkov de-
tector. It was located at 6010 m.w.e in Creighton mine near Sudbury, Ontario in Canada.
The detector consists of acrylic vessel of 12 m in diameter containing heavy water (D2O).
This vessel is immersed in light water (H2O) and is surrounded by 9456 PMTs mounted
on geodesic sphere. This principle of detection of 8B solar neutrinos is through 3 processes:

νe + 2H −−→ p + p + e− (CC), (27)

νx + 2H −−→ p + n + νx x = e, µ, τ (NC), (28)

νx + e− −−→ νx + e− x = e, µ, τ (ES). (29)

The charged current interaction (CC) is flavour-dependent process and hence, only elec-
tron flavoured neutrinos interact via this process. The energy threshold of this process is
1.44 MeV. The emitted electron is detected through Cherenkov light. The advantage of
CC reaction is that it provides spectral measurements. The neutral current interaction
(NC) is equally sensitive to neutrinos of all flavours and has energy threshold of 2.2 MeV.
In this detection technique, neutron detection is critical and various methods were used in
different phases to enhance neutron detection efficiency. Gammas are emitted on neutron
capture and in turn, are detected through detection of Compton electrons or e−e+ pairs.
The elastic scattering (ES), as already described in SuperKamiokande section, is sensitive
to all flavors of neutrinos but has more cross section for νe and provides best directionality
measurement.

This experiment has provided strong evidence concerning neutrino oscillation by mea-
suring flux of electron and non-electron component of neutrinos coming from Sun (Fig
1.5). This experiment received the Nobel Prize in 2015 along with SuperKamiokande for
the experimental confirmation of neutrino oscillation hypothesis.

In the next chapter, the currently running solar neutrino experiment, Borexino, will be
described.
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Figure 1.5: Flux of non-electron component in solar neutrinos vs flux of electron component
as measured by SNO [14].
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Chapter 2

The Borexino Experiment

This chapter introduces the Borexino experiment including its design and operations. Sec-
tion 2.1 describes the setup of the Borexino detector in detail focusing on the structure
and its different components. The method used in the detector to detect solar neutrinos
is presented in section 2.2. In addition to this, the different terms allocated to important
time periods of the experiment are explained in this section.

Section 2.3 illustrates all kinds of backgrounds crucial for CNO-ν analysis. Here, the
properties about each isotope which act as background and the method used to estimate
its level of contamination is described. Section 2.4 contains the overview of data acquisi-
tion systems of the detector. This section introduces the electronics of the detector and
data processing software.

2.1 Detector Design

Figure 2.1: The complete set-up of Borexino Detector1.

1Source: Borexino Collaboration
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Borexino is a liquid scintillator based detector [17], located in the Hall C of Laboratori
Nazionali del Gran Sasso (LNGS) in Italy. Since it is setup in deep underground lab of
LNGS at a depth of about 3800 m.w.e, the cosmogenic muon background is highly sup-
pressed by a factor of 106. It is designed to achieve extremely low background conditions
and provide the largest possible fiducial volume of ultra-clean scintillator. The structure
of this detector is such that the radio-purity decreases from center of set of concentric
shells to outside of the detector. The layout of the detector is shown in Fig 2.1.

The inner part of the detector consists of Stainless Steel Sphere (SSS) which acts as both
container of 278 t of liquid scintillator and mechanical support for PMTs. The radius of
SSS is 6.85 m. It contains inner vessel of radius 4.25 m and outer vessel of radius 5.50m,
both being made of nylon and have thickness of 125 µm. The inner vessel (IV) consists of
the active medium serving as neutrino target. This active medium is a solution of PPO
(2,5- diphenyloxazole) in pseudocumene (PC, 1,2,4-trimethylbenzene) at a concentration
of 1.5 g/l. The inner vessel is surrounded by the buffer solution containing PC with small
amount (initially 5 g/l) of dimethylphthalate (DMP) which is added as light quencher
to further reduce the scintillation yield of pure PC. PC/PPO was chosen as scintillating
medium due to its characteristics such as high scintillation yield (104 photons/MeV), high
light transparency and fast decay time (∼ 3 ns). These features are required to ensure
good energy resolution, precise spatial reconstruction and good discrimination between β
and α like events. And the use of PC as buffer is convenient since it matches both density
and refractive index of scintillator to reduce buoyancy force for nylon vessel and avoiding
optics aberrations spoiling the spatial resolution. Combining the effects of scintillator
and buffer leads to the scintillation yield of 500 photo-electrons per MeV or 5% of energy
resolution at 1 MeV. The outer vessel (OV), immersed in buffer solution, acts as barrier
against 222Rn originating from external materials like steel, glass and PMTs material.

2212 PMTs that are mounted on the inner surface of SSS, collects the scintillation light
from vessel. All except 384 PMTs are equipped with light concentrators which are de-
signed to reject the light not arriving from active scintillator volume. Those remaining
384 PMTs are used to study this background and help in the identification of muons that
cross the buffer and not IV.

SSS is enclosed in a large dome shaped tank filled with ultra-pure water. The tank has
a cylindrical base of diameter 18 m and hemispherical top with a height of 16.9 m. This
is depicted in Fig 2.1. This water tank (WT) act as powerful shielding against neutron
and γ rays background emanating from surrounding rocks. Besides this, it is also used as
Cherenkov muon counter and tracker. This muon veto imposes an further reduction in
muon flux, necessary to meet Borexino radio-purity requirements. WT is equipped with
208 PMTs on outer surface of SSS and floor of the tank, that collects Cherenkov light
emitted by muons passing through water. The tracking of through-going muon is useful
in the reduction of 11C background for the CNO analysis. SSS and interior of WT is
covered with layer of Tyvek, a white paper-like material made of polyethylene fibres to
enhance the light collection efficiency. All the materials of detector internal components
discussed so far were selected to ensure extremely low radioactivity.
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2.2 Detection Principle

In Borexino detector, solar neutrinos are detected by means of elastic scattering of elec-
trons:

νx + e− −−→ νx + e− x = e, µ, τ. (30)

In this elastic scattering process, a fraction of neutrino energy Eν is transferred to electron
and the interaction of electron with the scintillating medium generates the signal. The
energy of electron spectrum ranges from zero to a maximum value of kinetic energy.
Therefore, even in case of mono-energetic neutrinos, we have continuous electron recoil
spectrum. Using the kinematic relations of the scattering process, the maximum kinetic
energy of recoiled electron is given by:

Tmaxe =
Eν

1 + mec2

2Eν

, (31)

where mec2 is the electron rest energy.

Borexino can detect neutrinos of all flavors but cross section for scattering by νe is
larger than that of νµ and ντ , because νe interact through both charged current (CC)
and neutral current (NC), while others interact through NC only. The elastic scattering
has no intrinsic energy threshold but due to 14C beta spectrum, the energy threshold is
raised to 0.2MeV. Here, electron recoils induced by different neutrino flavors cannot be
distinguished event-by-event. Other drawbacks of this detection technique are that the
information about direction of neutrino is lost in liquid scintillator detectors and neutrino
induced events can’t be distinguished from the events occurring due to β/γ radioactiv-
ity. The expected rate of neutrino-electron scattering in a given target is calculated as
the product of the incoming neutrino flux Φν , number of electrons in the target Ne (for
Borexino, the value is (3.307 ± 0.015) · 1031 /100 ton) and the neutrino-electron elastic
scattering cross section.

Timeline of the Experiment

Figure 2.2: Figure shows important periods and operations of the experiment

The Borexino Experiment started data taking in May 2007. The period of data taking
between 2007 and 2010 is referred to as "Phase 1". "Phase 2" started in December
2011 after an extensive purification campaign and this phase continued till May 2016.
Meanwhile, an important operation of "Thermal Insulation" was carried out in 2015 to
thermally stabilise the detector which is crucial for CNO analysis. The "Phase 3" began
in 2016 and has been ongoing at present.
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2.3 Backgrounds

As discussed in previous section, the scattering of a neutrino on an electron in Borexino
is intrinsically not distinguishable from β radioactivity or from Compton scattering from
γ radioactivity. In order to detect solar neutrinos and for their precise measurement,
an extreme purity of scintillator and detector material is necessary. To achieve extreme
radio-purity of the detector, several measures for purification were taken during installa-
tion of detector. A dedicated purification campaign in 2010 - 2011 was done to achieve
unprecedented levels of scintillator of radio-purity. However, there are still some relevant
backgrounds present which are described below:

Internal Backgrounds

It refers to the radioactive contaminants present inside the scintillator. Main internal
backgrounds are:

14C
14C is produced in the upper atmospheric layers through the reaction:

14N + n −−→ 14C + p. (32)

It decays via emitting β particle having end point at 156 keV and has mean life-time
of 8270 years. It dominates the low energy part of the spectrum and determines the
detector’s low energy threshold. Since 14C is chemically identical to 12C, which is an
intrinsic ingredient of the scintillator, it could not be removed from the detector through
purification. However for CNO analysis, the low energy threshold was chosen such that
14C decays are not taken into account.

85Kr
85Kr (β-emitter, end-point: 0.687 MeV, 15.4 years mean lifetime) is present in the air itself
due to nuclear explosions caused by humans. Its spectral shape is similar to the spectrum
of 7Be-ν. The purification campaign has led this background to reduce by a factor of 4.6
([18]-[19]). With low probability, 85Kr decays to 85mRb via emitting β particle which de-
excites to 85Rb emitting 0.514 MeV γ ray with 2.06 µs mean lifetime. Its concentration is
determined using 85Kr - 85mRb coincidences resulting in an upper limit and from spectral
fit described later in chapter 5. For the period used in the analysis, the upper limit is
determined to be 9.8 cpd/100ton at 95% CL.

238U chain
238U is the prevalent radioactive isotope of uranium with natural abundance of 99.3%.
It has mean life of 6.45 billion years. Its decay chain contains 8 α and 6 β decays and
ends with the creation of stable nuclei of 206Pb. Assuming the secular equilibrium, its
concentration is measured by means of fast 214Bi-214Po coincidence tag:

214Bi
β−−−−−→

3.27 MeV

214Po
α−−−−−→

7686 keV

210Pb τ = 238 µs. (33)

214Bi and 214Po are produced in 238U decay chain itself via decay of 222Rn. After purifi-
cation, the contaminant levels has significantly reduced to level: 238U < 9.4 × 10−20 g/g
(95% CL) [19]. Hence, its contribution can be said to be negligible for the analysis.
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232Th chain
232Th is the primordial isotope of natural Thorium with abundance of 100%. It has mean
lifetime of 20.3 billion years. Its concentration in detector is determined by usage of 220Rn
(product in 232Th decay chain) daughters decay sequence i.e 212Bi-212Po coincidence tag:

212Bi
β−−−−−→

2.25 MeV

212Po
α−−−−−→

8955 keV

208Pb τ = 433 ns. (34)

After purification, the contaminant levels has significantly reduced to level: 232Th < 5.7
× 10−19 g/g (95% CL) [19]. This represents the concentration of about 10 orders of
magnitude smaller than in any material on Earth.

210Pb/210Bi
210Bi is the daughter nuclei of 210Pb (eq 33). 210Pb, which is not in equilibrium with
238U decay chain, is present in detector since it can be absorbed by plastic and metal
surfaces. 210Bi has short mean lifetime of 7.23 days and decays to 210Po via emitting β
particle with end-point at 1.16 MeV. It is an important background to be considered in
CNO analysis since its spectral shape is similar to the electron recoil spectrum of CNO-νs
which will be extensively discussed later in chapter 4. Due to this reason, the upper limit
from an independent analysis on 210Bi is determined. However, it is to be noted that the
purification campaign has reduced its contamination by a factor of 2.3.

210Po
210Po is a mono-energetic 5.3 MeV α-emitter with mean lifetime of 200 days. However,
due to strong quenching effects of the scintillator, its spectrum spans in the low energy
region of 7Be, CNO, pep and pp neutrinos. The spectral shape of 210Po is a Gaussian
peak and its spatial distribution is found to be non-uniform throughout the detector.
There has been 2 sources of 210Po in the detector. One is through the direct decay
of 210Pb/210Bi which will be referred to as supported Po. While the other component
which is not in equilibrium with 210Bi decay. This has been thought to be residual 210Po
brought by washing off surfaces of pipes and tanks used in purification campaign period
and this is referred to as unsupported Po. It is also found that 210Po is getting detached
from the inner vessel surface and is referred to as convective Po. Since it is the only α
decay background, this characteristic has been used to determine its rate via pulse shape
discrimination technique, being used widely in this thesis. Hence, it helped in deducing
the upper limit on 210Bi.

External Backgrounds

Background events that are generated outside the scintillator are referred to as external
backgrounds. The sources of these external backgrounds is the radioactivity of the ma-
terial surrounding the scintillator, for example, vessel support structure, PMTs etc. The
γ decay of 208Tl, 214Bi and 40K represent as the external background for CNO-analysis.
In order to reduce their contribution for the analysis, a region of fiducial volume (FV)
(Fig 3.4) is defined. Their exponential radial dependence is exploited in the fit method
described in chapter 5 to deduce their contribution in the data.
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Cosmogenic Backgrounds
11C is one of the crucial background for CNO-ν analysis. It is produced by interaction of
cosmic muons on 12C via emission of free neutron as :

µ+ 12C −−→ 11C + n, (35)

and 11C further decays via positron emission:

11C −−→ 11B + e+ + νe τ = 29.4 min. (36)

The electron recoil spectrum of this background in the detector ranges from 1.02 MeV
and 1.98 MeV which lies in the region of interest for CNO-νs. The neutron produced in
eq. 35 is captured with mean lifetime of 254 µs on hydrogen emitting 2.2 MeV γ rays.
Due to the deep underground location of Gran Sasso laboratory, only few tens of 11C
nuclei are expected to be produced per day in the fiducial volume. Other cuts are applied
to suppress its content in data as discussed later in section 4.1. Further reduction of
its contribution is done by another algorithm called as Three Fold Coincidence (TFC)
method which tag 11C through spatial and time coincidence with muons and captured
neutrons as explained in chapter 4. The remaining 11C component is removed by pulse
shape discrimination methods.

There are also other isotopes which are produced cosmogenically in the detector such
as 10C, 8He, 9Li etc.

2.4 Data Acquisition

As seen in section 2.1, there are two data acquisition systems: Inner Detector (ID) compos-
ing of 2212 PMTs, facing radially inwards to collect the scintillation light inside Stainless
Steel Sphere and Outer detector (OD) that consists of 208 PMTs detecting Cherenkov
light produced by muons in water. They are further integrated using complex electronics
and trigger systems.

Inner Detector (ID) electronics is organised in 14 identical racks, each of them handling
160 PMTs. Each rack contains the high voltage system to power the PMTs, front-end
electronics connected to each PMT producing the signals and are further processed by the
digital boards with backplane board that acts as an interface to the trigger system, often
termed as Laben boards. The number of photoelectrons collected by Borexino detector is
∼500 p.e/MeV. Taking into account the energy range used for analysis, Borexino PMTs
work mostly in single photoelectron regime. The signal due to single photoelectron at the
front-end input is a pulse having an amplitude of about 12-15 mV and a total width of
15 ns.

The information related to energy deposition during a scintillating event is in total charge
collected at the PMTs. The front end electronics integrates the signal via integrator whose
signal is AC coupled with PMT signal and is fed into FADC system. The digital electron-
ics provides the amplitude and time to digital conversion for each front-end channel. Here,
the data is saved temporarily in internal buffer and the system waits for trigger. When
trigger is fired, Borexino Trigger Board (BTB) delivers a trigger signal. The trigger should
fire when at least 20 PMTs are hit within 100 ns trigger time window. Further, trigger
record is written in VME readable memory with labelling of each event with unique 16
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bits event number. For Outer Dectector, the front end electronic boards generate signal
whose height is proportional to number of channels fired in coincidence. The Muon Trigger
Board sends signal to BTB when at least 6 PMTs are fired in a time window of 150 ns [17].

After the data is stored, offline data processing is carried out by ROOT and C++ based
software called as "Echidna" [20]. Its main tasks are decodification of the raw information,
clustering of events, energy and position reconstruction of the event, and computation of
particle identification tags used for pulse shape discrimination.

Clustering

As we have seen, an event in Borexino is collection of hits on PMTs occurring within a
time window with a long tail. However, during this time window, the random noise hits of
2212 PMTs also get recorded. Hence, a software procedure called clustering was developed
to identify the scintillation pulse’s beginning and its end. A cluster is a collection of hits
belonging to same scintillation event. This clustering procedure allows to measure the
time difference between close events with precision of less than 1 ns by identifying the time
position of rising edge of each cluster. Event is selected only if single cluster is identified
by the algorithm. This means that two uncorrelated events lying in same trigger window,
referred to as "pile-up events" are also selected. In addition to that, clustering selects the
fast coincidences like 214Bi-214Po coincidence tag (section 2.3).

Energy and Position Reconstruction

The information about the energy of the event is in number of detected photoelectrons as
PMTs of Borexino mainly works in single photoelectron regime. There are several energy
estimators being used for the analysis: Np - Total number of hit PMTs in the event , Nh

- Number of detected hits including multiple hits on same PMT, and Npe - Total charge
collected by each PMT anode, that is, the number of photoelectrons (p.e). As the number
of working channels vary as function of time, the energy estimators used in the analysis
and simulation procedures are normalised to 2000 PMTs as :

Nnorm
p,h,pe =

2000

Nlivepmts

×Nm
p,h,pe, (37)

where Nlivepmts is the number of working PMTs and Nm
p,h,pe is the measured value of the

energy estimator. It is to be noted that for 1 MeV event, Nnorm
p,h,pe ≈ 500.

There is another energy estimator used for the analysis in this thesis known as geo-
metrically normalised energy variable (Ngeonorm

p,h,pe ). This is an another way to normalise
the energy estimators. Here, the energy variable is normalised to a value proportional to
the solid angle corresponding to the dead PMT with respect to the reconstructed event
position. This normalisation has been found useful for the analysis of 210Po due to its
non-uniform spatial distribution in detector. It was seen that this normalised energy es-
timator makes the peak of 210Po energy spectrum stable over time.

An energy response function is defined to establish a relation between the estimator and
reconstructed variable. This was done using the calibration methods using radioactive
materials [24]. There are several other factors too affecting the light production in scintil-
lator like quenching effects and geometrical shadowing effects and hence affecting energy
reconstruction.
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The position reconstruction of the event is done by measuring the arrival times of photons
on each PMT. An algorithm for this purpose is used that determines vertex position ~r0 of
the interaction using the arrival times of photons on each PMT and the position vectors
~rj of these PMTs. From each measured time tji , a position dependent time of flight Ti

flight

from interaction point to PMT j is subtracted. Then, maximisation of the likelihood that
event occurs at position ~r0 and time t0 given the measured hit space-time pattern (~rj,tji )
is done using probability density functions (pdfs) of the hit detection.

Pulse Shape Discrimination

The time distribution of photons emitted by scintillator depends on energy losses by a
particle type. This feature is exploited to distinguish between different particle types such
as α/β and e+/e− by defining different shape variables. This method is effectively used
to remove background component from the signal.

The discrimination method for α and β particles makes use of the fact that in scintil-
lator mixture used by Borexino, α pulses are slower and have longer tail with respect to
β/γ pulses. A neural network algorithm based on Multi Layer Perceptron (MLP) is ap-
plied to distinguish between the scintillation pulses of α and β pulses with high efficiency.
Fig 2.3 shows the distribution of MLP variable for α and β events. The value of MLP
parameter lies between 0 (α) and 1 (β).

Figure 2.3: Distribution of MLP parameter for α and β events from 214Bi-214Po coincidence
[21].

Electron and positron events can also be distinguished on the basis of the time dis-
tribution of their scintillation pulses. There are reasons behind this difference: 1) In
about half of the cases, positron produces ortho-positronium which results in delay of its
annihilation by 3 ns. 2) The positron energy deposition occurs in multiple sites within
the detector due to annihilation producing γ rays. These effects delay and extend the
time distribution of scintillation photons for positrons with respect to electron events as
shown in Fig 2.4. This discrimination is done using parameter called PS-LPR defined as
maximum value of likelihood function used in position reconstruction divided by value of
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Figure 2.4: Distribution of PS-LPR parameter for electron (obtained from simulation) and
positron events (selected from strict 11C data) [19].

Np to remove energy dependence. It makes use of the scintillation light emission PDFs of
electrons.
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Chapter 3

Monte Carlo Simulation of the Detector

This chapter describes in detail the Monte Carlo software used for the simulation of the
Borexino detector and my work related to the corrections needed for the simulation of
210Po events.

Section 3.1 introduces the program used for the simulation. The tasks performed by
this simulation code and its structure are illustrated in this section. In section 3.2, the
process of tuning and validation of MC input parameters are described. I performed the
validation for the combined Phase 2 and Phase 3 data which is described in this section.

Section 3.3 explains the procedure used to produce the probability distribution func-
tions (PDFs) which are used in the fitting method described in chapter 5. The method
of normalisation particularly used for 210Po PDFs is detailed in section 3.4. This section
also discusses my work on the tests performed to find the reason behind the triggering
inefficiencies of simulated 210Po events.

3.1 Introduction to simulation code

The Monte Carlo (MC) simulation package of Borexino detector [23], based on GEANT4,
simulates the geometrical design of Borexino and all the physical processes occurring in-
side the detector such as energy loss of particles inside detector components, production
and propagation of scintillation photons inside the scintillator, their detection by photo-
multiplier tubes and the response of the readout electronics.

The Monte Carlo simulation chain of code is a set of numerical codes that perform the
following tasks:

• Event generation such as solar neutrino interactions, radioactive decays, geo-neutrinos
and calibration source events.

• Simulation of loss of energy of each particle in all detector materials (scintillator,
buffer liquid, water in muon detector and in passive components).

• Generation of scintillation or Cherenkov photons taking into account the amount of
energy loss in the media and the properties of scintillator and buffer.

• Tracking of each optical photon produced until it reaches the PMT or is absorbed
after the interaction with materials.

• Generation of PMT response for photon absorption at PMT cathode, considering
the quantum efficiency of each PMT.
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• Generation of PMT pulse signal, considering the front-end and digital electronics
design of Borexino.

• Simulation of trigger generation and saving of final output for triggering events.

• Production of raw data file with same structure as the one produced by the Borexino
data acquisition system (section 2.4).

The MC code is technically structured into the following separate programs:

Event Generation and Light Tracking

The feature of event generation is implemented within Geant4 package called as "g4bx2".
This package also allows to define the geometry and construction materials of Borexino
detector in the simulation. Its libraries allows to simulate radioactive decay chains and
energy losses of all types of particles and to generate the event by producing the optical
photons. However, the decays of 210Bi and 14C are treated differently from that of Geant4
standard approach. For this purpose, event generators are developed to simulate their
beta decay spectrum with a shape factor which accounts for differences in various decay
models. The interaction of these photons like absorption, reemission, scattering and their
tracking until their detection by PMTs is also taken into account by the simulation.

Simulation of Readout Electronics

The electronics simulation code, known as "bxelec", produces the simulation of electronics
chain of Borexino and its trigger system response, based on the information of the PMT
pulse times and considering its quantum efficiency (QE). This simulation code takes into
account the loss of PMTs and acquisition boards in order to follow the real time evolution
of electronics of Borexino detector. This code also takes into account the changing QE
of PMTs due to their aging and also the change in the light yield of scintillator by calcu-
lating EQE i.e "effective quantum efficiency" [31] on a periodic basis. The same trigger
evaluation conditions as of the detector is simulated by this code. The simulated data is
saved in the format of real data. However, the number of simulated events exceeds the
number of events in real data to neglect the effect of statistical uncertainty.

Reconstruction of Simulated data

Finally, the simulated data goes through processing by the same code "Echidna" (section
2.4) which also analyses the real data. The reconstruction of simulated data into physical
observables is done using Echidna and are saved in the same format. Here, some true
input parameters regarding the simulated event (known as "McTruth parameters") are
also stored.

3.2 Tuning and Validation of MC code

Monte Carlo simulation is crucial in solar neutrino measurements as it is used to produce
the reference shapes that will be used in the fit method described in chapter 5. Hence,
it is required that MC is able to reproduce the detector response as of the real detector.
This requires the parameters defining the simulation to be properly tuned and validated
on the basis of its performance. The MC was tuned and validated using calibration data.
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The calibration campaign has taken place between years 2008 and 2011 [24]. This in-
cluded internal and external calibration campaigns helped in studying the energy response
of the detector. The sources used for the internal calibration are mono-energetic γ sources
(whose energy ranges from 0.122 MeV to 1.46 MeV), 222Rn-14C source, 241Am-9Be source
and laser sources. These sources were placed at different locations inside the detector to
study the energy scale, validation of MC simulations and testing position reconstruction
algorithm. 228Th source was exploited as the external calibration source which aided in
the study of determination of inner vessel shape and distribution of γ emitting exter-
nal backgrounds. In addition to this, the laboratory setups also contributed in studying
detector’s energy response.

Tuning of MC

A part of the calibration data was used to optimise input parameters of MC simulation
which describes various features of scintillator and its materials like attenuation lengths,
refractive indexes etc. The three steps used for tuning the MC includes measurement
of non-uniformity in energy response, study of time distribution of collected light and
reproduction of the absolute energy scale. The remaining part of the calibration data is
used to test the performance of the simulation.

Validation of MC

The validation of MC simulation can be done either using a set of calibration data in-
dependent from the one used for tuning or using data from standard data taking. One
of the method which is used for validation of MC makes use of α decays of 210Po. The
210Po events lying in fiducial volume (Fig 3.4) were selected from data using MLP pa-
rameter (section 2.4) and a sample of 210Po events were simulated using MC using the
same spatial distribution as of data. Further, the Gaussian energy distributions of 210Po
in geonormalised energy estimator (chapter 4) in data and MC are compared and this led
to the determination of spectral position of the peak which aided in studying energy scale
stability over time. From Fig 3.1, it can be concluded that the input parameters of MC
simulation are properly tuned to reproduce the real data, and the scintillator response for
MC agrees with that of real data within precision level of 1% except for the year 2019.
This implies that if difference between energy scale of MC and data continues to disagree
at a level of more than 1% level, the MC input parameters are needed to be re-tuned from
this year onwards. The precision level of disagreement in the 210Po peak in data and MC,
is taken into account as systematic error which is explained in chapter 6.

3.3 Construction of MC PDFs

In order to disentangle solar neutrino signal and backgrounds from the data, the reference
spectrum of each component is required. These reference spectra are the probability
density functions (PDFs) which are produced using Monte Carlo simulation. The following
steps (Fig 3.2) are taken to construct these PDFs:

• After event generation and reconstruction by Echidna (section 3.1), the simulated
data for signal and background species are saved as ROOT files for each run1.

1Each run corresponds to typically 6 hours of data taking.
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Figure 3.1: Figure shows the time evolution of relative difference (%) in energy position of
210Po peak . The spectral position of the 210Po peak in data and MC is found to be in
agreement (∼ 1%) until year 2018.

• The next step is to apply the event selection cuts like muon cut, fiducial volume cut
etc discussed in the next chapter. These cuts (referred to as "nusol cuts") are exactly
same as of the real data selection used for the solar analysis.

• For each species, the output for each run is summed together to have a single output
for a particular period.

• In the last step, the resulting summed histogram is normalised to take into account
all the detector effects. Hence, MC PDFs are constructed.

Normalisation of PDFs

Normalisation of PDFs is crucial for species whose spectrum lies in the low energy region.
It is so because in low energy region, triggering and clustering effects come into play and
hence, changing the spectral shape of the species in case of a real detector. This is well
depicted in Fig 3.3. To get correct rate of interaction of the solar neutrinos or background
component, normalisation is necessary. Normalisation is done using normalisation factor
(fN) which is defined as the ratio of the number of reconstructed and triggered events
(Nreco) lying in fiducial volume (FV) that passes the nusol cuts to the number of events
generated in FV (Fig 3.4) (NgenFV ):

fN =
Nreco

NgenFV

. (38)

3.4 Normalisation of 210Po PDFs and Study of triggering ineffi-
ciency

The events of all solar neutrino and background species like 210Bi, 85Kr, 11C etc are
generated uniformly in the detector. So, their PDFs are normalised according to equation
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Figure 3.2: Figure shows the procedure to construct PDFs from MC simulated data [28].

Figure 3.3: The figure shows the spectrum on left (Blue) shows the PDF before normali-
sation while the spectrum on right (Red) shows the PDF after normalisation.

38 where NgenFV is calculated as:

NgenFV = NgenTOT
VFV
Vgen

, (39)

where NgenTOT is the total number of events that were generated in MC simulation, VFV
and Vgen represent the fiducial volume (FV) and generation volume (mostly Inner Vessel
(IV)) respectively.
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Figure 3.4: The figure shows the shape of the fiducial volume (FV) inside Inner vessel (IV).

However, the scenario is different for 210Po. In reality, 210Po events are distributed non-
homogeneously throughout the detector. This means that number of events cannot be
assumed to be proportional to the volume in which they are generated. Hence, the spatial
distribution of simulated data is based on the spatial distribution of reconstructed data
(referred to as "Pomap" and shown in Fig 3.5). The Pomap is produced by applying both
energy cut of 150 ≤ Nnorm

p ≤ 230 and a mlp cut on data. So, 210Po PDFs are normalised
according to equation 38 where NgenFV is calculated as:

NgenFV = NgenTOT
NFV

NIV

, (40)

where NgenTOT is the total number of events that were generated in MC simulation, NFV

and NIV represents the number of events from data lying in the fiducial volume (FV) and
Inner Vessel (IV) respectively.

It is to be noted that the principle of using equations 39 and 40 (and not the "Mc-
Truth parameters") to calculate the number of events generated in FV is to take into
account also the events which were generated in FV but did not trigger at least a PMT.
For the sake of statistics, a Gaussian smearing is applied on each event in Pomap to pro-
duce "PoSmearedMap" (Fig 3.6). Hence, the number of events lying in FV and IV are
selected to evaluate the ratio of NFV and NIV in equation 40.

The calculated values of normalisation factor (fN) in equation 38 for each period is tab-
ulated in Table 3.1 (as fN before optimisation) . Here, one can see the decreasing trend
of normalisation factor from ∼98% to ∼88% which one doesn’t expect in reality. It is
so because energy spectrum of 210Po lies well above the trigger threshold (Nnorm

h > 20).
Therefore, normalisation factor is expected to be ∼100% (at a precision level of 1-2%) for
all the periods of time.
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Figure 3.5: The spatial distribution of Po in real data in Dec 2011.

Figure 3.6: The spatial distribution of Po after Gaussian Smearing of events in Fig 3.5.

Looking into this issue has led to the conclusion that the problem is related to changing
Inner Vessel shape with respect to time. There was a leak of scintillating medium from
the inner vessel to buffer region detected in 2008 by measuring high content of PPO in
buffer region [18]. This leak caused density and pressure difference between scintillator
and buffer and hence, resulted in the deformation of IV shape. The original shape of IV
is shown in Fig 3.4 and the deformed shapes in 2012 and 2019 is shown in Fig 3.7.

It was observed that in the MC simulation for 210Po, some of the events were generated
outside the inner vessel as shown in Fig 3.8 and Fig 3.9 and these events resulted in no
trigger (Fig 3.10). The deformation of IV shape has been evolving over time (Fig 3.7).
The MC simulation by default takes into account the change in IV shape. However, this
was not followed by MC for the case of 210Po due to the incorrect usage of 3D maps. This
caused an increase in the percentage of events to lie in the buffer region with respect to
time and hence, resulted in lesser number of events to trigger above threshold. However,
it was seen that this problem was not present for other species.

The MC code was optimised to solve this problem. The events generated after optimi-
sation of MC code are shown in Fig 3.11 and Fig 3.12. The normalisation factors for 210Po
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Period fN before optimisation fN after optimisation

2012 0.9805 0.9990

2013 0.9705 1.0250

2014 0.9610 1.00

2015 0.9492 0.9891

2016 0.9153 0.9957

2017 0.8922 0.9941

2018 0.8819 1.0136

2019 0.8825 1.0242

Table 3.1: Value of Normalisation factors (eq 38) for 210Po.

Figure 3.7: Figure shows the IV shape in 2012 (Black) and in 2019 (Blue) with z-direction
on vertical axis and r =

√
x2 + y2 on horizontal axis of the plot where x,y and z corre-

sponds to detector axis.

PDFs were calculated again and are tabulated in Table 3.1 (as fN after optimisation).
The normalisation factor for some years is greater than 100% due to reconstruction of the
events inside the fiducial volume that would have lied outside of it.
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Figure 3.8: The figure shows the z-r distribution of MC generated 210Po events in year
2012 compared to IV shape.

Figure 3.9: The figure shows the z-r distribution of MC generated 210Po events in year
2019 compared to IV shape.

27



Figure 3.10: The figure shows the nhits distribution of MC generated 210Po events (before
bx_elec). One can see the events lying below trigger threshold of 20 nhits.

Figure 3.11: The figure shows the z-r distribution of MC generated 210Po events in year
2012 compared to IV shape after optimisation of simulation code. One can see that no
events lie outside the IV.
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Figure 3.12: The figure shows the z-r distribution of MC generated 210Po events in year
2019 compared to IV shape after optimisation of simulation code. One can see that no
events lie outside the IV.
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Chapter 4

Analysis Strategy: Data Selection and
Constraints

This chapter introduces the strategy used for CNO-ν analysis which composed of selec-
tion cuts applied to combined signal and background data, and the conditions on rate of
interaction of some species which will be used in the fit.

The dataset used for CNO-ν analysis and the selection cuts applied to this dataset for
reducing background contribution are described in sec 4.1. In subsection 4.1.1, an impor-
tant technique of tagging cosmogenic 11C, called as Three Fold Coincidence, is described
with its usage in the analysis. This subsection also illustrates my work on determining
11C shift value i.e the value in nhits by which PDF of 11C needs to be shifted in order to
match the peak of 11C energy spectrum in PDF to that of in data.

In section 4.2, the constraints on background rates required for the analysis and the
methods used to determine their values are discussed. The important constraints for the
CNO-ν analysis are the value of interaction rate of pep-ν, and an upper limit on 210Bi rate.
The interaction rate of pep-ν is determined on the basis of SSM as discussed in section
4.2.1.The technique implemented to evaluate an upper limit on 210Bi rate is illustrated
in section 4.2.2. Here, I will describe my work on determination of parameters related to
model used to evaluate this constraint and their importance. These parameters include
the efficiency of MLP parameter used for pulse shape discrimination of α/β events.

4.1 Data Selection

The CNO-ν analysis is based on the Phase 3 data (chapter 2) which spans from June
2016 till February 2020. The total exposure of this data set is 1072 days × 71.3 tonnes.
This data undergoes several cuts in order to remove various backgrounds and non-physical
events. The data selection cuts used for CNO analysis are listed as following:

• Muon and muon-daughter cut - Muon events in the data are removed by this cut.
As discussed in section 2.1, the deep underground location of Gran Sasso laboratory
strongly suppresses the flux of muons arriving at the detector. However, additional
cuts are applied for further reduction in its contribution in data. This is done using
information from muon veto in Outer detector (OD) and Inner detector (ID). Since
muon passing ID often saturates the electronics, whole detector is vetoed for 300 ms
after each muon is identified. Muons passing the OD are removed and a 2 ms veto
of the whole detector is applied. This helps in the reduction of cosmogenic neutrons
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and other spallation products.

• Single cluster cut - As described in section 2.4, a physical neutrino event in the
detector corresponds to single cluster event. Events with zero cluster or more than
one cluster correspond to non-physical events and are rejected by the clustering
algorithm.

• Fiducial volume cut - Fiducial Volume (FV) is a software-defined region inside the
inner vessel (Fig 3.4) which is exploited to maximise signal over background ratio.
The main goal as pointed in section 2.3 is to suppress external background events.
The region of FV used for CNO analysis is defined as r < 2.8 m and -1.8 m < z
< 2.2m, where r is the radius and z corresponds to the vertical axis inside IV. The
vertical cut is asymmetric in order to suppress the background from end-cap supports
from top and bottom of IV taking into account the non-spherical shape of IV. This
region contains 71.3 tonnes of scintillator mass. Hence, events lying only inside this
region are selected for the analysis.

• Coincident event cut - In this cut, the events which are reconstructed within
1.5m and occurring in 2 ms time window are removed. An additional energy cut is
applied to remove Radon daughters (214Bi - 214Po (section 2.3)). The energy cut of
(180-3600) keV for 214Bi and (400-1000) keV for 214Po is applied [18].

• MLP cut - The noise events present in the data are removed by applying a MLP
parameter cut (MLP>0.1) above 210Po energy region.

• Qrec cut - This cut removes the noise events by checking the mismatch between
reconstructed charge and number of fired PMTs.

4.1.1 Three Fold Coincidence (TFC) cut

Figure 4.1: Figure shows the regions which are vetoed in TFC method [18]
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As discussed in section 2.3, 11C is one of the major backgrounds for CNO analysis. 11C
is produced by the interaction of cosmic muons with 12C in the detector and it decays
via emission of positron. The neutron produced along with 11C (eq. 35) is captured by
the hydrogen with lifetime of (254.5 ± 1.8) µs [18] and emits 2.2 MeV γ rays. There is
a residual amount of 11C events left in the data even after applying muon cut. These
events are further reduced by the Three Fold Coincidence (TFC) technique. This method
exploits the time and space correlation between muons, neutrons, and the subsequent 11C
decays. The principle of this technique is as follows:

• A cylindrical veto of radius 80 cm is applied along the parent muon track for time
window of 2 hours if neutron clusters or at least a neutron is found in muon gate.

• In case, a neutron is detected and has reliable reconstructed position, a spherical
region of radius of 1 m centered at neutron position is vetoed for 2 hours. In addition
to this, 1 m spherical veto is applied around the point on muon track which is closest
from neutron capture position.

This is shown is Fig 4.1. This method gives a bool of 1 (if tagged event is 11C candidate)
or 0 (if tagged event is not 11C candidate). This technique is referred to as TFC-MI (MI
stands for Milano). There is an improved TFC technique, referred to as TFC-MZ (MZ
stands for Mainz), which is based on the algorithm that evaluates the likelihood (LTFC)
that an event is a 11C candidate. This algorithm takes into account the observables like
distance in space and time from parent muon, distance from neutron, neutron multiplicity,
and muon dE/dx. Fig 4.3 shows the distribution of LTFC vs Ndt1

p (where dt1 corresponds
to time interval of 400 ns).

Usage of TFC

Fitting of data

Figure 4.2: The figure shows the 2 sets of spectra- TFC-subtracted (on the left) and TFC-
tagged (on the right). One can see the difference of the 2 spectra lies in the 11C region
(shown in pink).

Using the TFC method, the data is divided into 2 sets of spectrum (Fig 4.2):

• TFC-tagged spectrum - this sample is enriched in 11C events containing ∼36% expo-
sure.
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• TFC-subtracted spectrum - this sample is depleted in 11C tagged events containing
∼64% exposure.

These 2 spectra are fitted using the multivariate fit method as explained in the next
chapter. For TFC-MZ, the events which lie above the LTFC threshold (Fig 4.3) belongs
to TFC-tagged spectrum while the events lying below LTFC threshold are assigned in
TFC-subtracted spectrum.

Figure 4.3: Figure shows the distribution of LTFC vs Ndt1
p . The green dashed line marks

the LTFC threshold [19].

11C shift

The other usage of TFC technique is to determine the value by which PDF of 11C shift
has to be shifted. This is done because studies have shown that the peak of 11C in MC
PDFs does not agree well with that of in data, which will be shown later.

The following method has been exploited to study 11C shift and determine its correct
value. This is necessary to get overall good fit of whole data set which will be shown in
next chapter. The steps in the method are as follows:

• The first step is to select 11C events from data using strict cuts such that the prob-
ability of tagging events from species other than 11C is very low. These strict 11C
events are selected using Three Fold Coincidence (TFC) method. The Nhits (Nh)
distribution of 11C events is shown in Fig 4.4.

• Now, the Monte Carlo PDFs are prepared for 11C and other species which lie in
the spectral region of 11C which are 7Be-ν, pep-ν , CNO-ν, 210Bi and external back-
grounds (Fig 4.5).

• The MC distributions of all the species except 11C, and external backgrounds are
added together and weighted according to HZ SSM predictions [19] or their inde-
pendent estimations using analytical fit method described in [31]. This is shown in
Fig 4.5. The values of their rate of interaction, which are used in the addition of
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Figure 4.4: Distribution of strict 11C events in nhits selected from the data by TFC tech-
nique.
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Figure 4.5: The figure shows MC reference shapes (PDFs) in normalized Nhits produced
for 11C shift studies. The PDF for 11C is shown in pink while PDFs in green and yellow
represent summed reference shapes for external backgrounds and other species like 7Be-ν,
pep-ν , CNO-ν, and 210Bi respectively.

their PDFs, are tabulated in Table 4.1. The distribution of 11C events represents
the spectrum of positron events while the remaining represents the distribution of
electron events. This feature of 11C events makes its PDF to be shifted.

• Further, the energy distribution of strict 11C data is fitted with all these PDFs in the
energy range of 260-850 nhits. The fitting is done for several values by which PDF of
11C is shifted. Here, due to presence of some technicalities associated to binning of
PDFs, non-integer values of shifts is achieved by shifting each event in PDF by that
value. The best value is estimated from the likelihood profile as shown in Fig 4.6.

• One can see from Fig 4.6 that the optimised value of shift is 5.0 ± 0.7 nhits. This
amounts to a relative difference of (1 ± 0.1) % in peak position for 11C energy spectra

34



Species
Rate of in-
teraction
(cpd/100ton)

7Be-ν 47.9

pep-ν 2.74

CNO-ν 4.92

210Bi 12.5

External 214Bi 4

External 208Tl 5

External 40K 0.5

Table 4.1: The value of rate of interaction for different species spanning in the energy
region of 11C.
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Figure 4.6: Figure shows the likelihood distribution for 11C shift values. The central value
(∆χ2 = 0) is 5.0 nhits with statistical uncertainty of 0.7 nhits at 1σ significance level.
This value is obtained by fitting set of points with parabola and the values shown on top
right are goodness of fit parameters. The green dashed line corresponds to 2σ significance
used to estimate the error on 11C shift value.

in MC and data. The fit result corresponding to this shift value is shown in Fig 4.8.
One can see the better distribution of residuals and better p-value (0.40) in Fig 4.8
compared to the Fig 4.7 where PDF of 11C is not shifted at all. This value is used
in the fitting method described in the next chapter.
As the 11C shift value is fixed for the fitting of Phase-3 dataset, the studies regarding
this shift value has been taken into account in the evaluation of systematics which is
described later in chapter 6.
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Figure 4.7: The figure shows the fit results of 11C strict data (at top) between the starting
and ending region of 11C spectra without any shift of 11C PDF including the distribution
of residuals at bottom. The PDFs are shown in colored legends.

4.2 Constraints

There are several parameters used in the analysis which are required to be constrained
for the CNO-ν measurement. The important constraints for the CNO-ν analysis are the
value of interaction rate of pep-ν, and an upper limit on 210Bi rate which is described
below. It is so because these interaction rates are found to be correlated with the rate
of interaction of CNO-ν. This study was done using MC pseudo-experiments, and fitting
those simulated data without any constraint using the method described in next chapter.
One can see the strong correlation among their interaction rates [19] in Fig 4.10. This is
because pep-ν, CNO-ν and 210Bi have degenerate electron recoil spectrum in the detector
as shown in Fig 4.9. Hence, the methods which are independent from the technique
extracting CNO-ν signal have been exploited to determine these constraints as discussed
in this section.

4.2.1 pep-ν constraint

The rate of interaction of pep-ν is constrained on the basis of Standard Solar Model predic-
tions for neutrino fluxes. Since the reactions producing pep-ν and pp-ν have same nuclear
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Figure 4.8: Figure shows the fit results when PDF of 11C is shifted by 5.0 nhits. One can
see high p-value of 0.40 and better distribution of residuals than shown in Fig 4.3. The
PDFs are shown in colored legends.

matrix element, the ratio of their fluxes and hence, the ratio of their interaction rates is
known at 1% precision level. In addition to this, solar luminosity constraint ([25]-[26])
i.e the energy determined from solar luminosity is equal to the energy associated to solar
neutrino flux, is used. Further, a global fit to data from all solar neutrino experiments is
utilised to obtain the constraint on pep-ν rate with a precision of 1.4%. Using this ap-
proach and considering the errors on oscillation parameters, the pep-ν rate is constrained
to the value (2.74 ± 0.04) cpd/100t which is used for the CNO-ν analysis.

4.2.2 Upper limit on 210Bi

As we see in Fig 4.9, the spectral shape of CNO-ν and 210Bi decay is almost similar.
This poses a challenge in order to disentangle the CNO-ν contribution from the data. To
constrain the 210Bi decay rate, the following approach has been adopted.

As described in the section 2.3, 210Bi is the daughter nuclei of 210Pb (section 2.3) with
mean lifetime of 7.23 days and decay to 210Po as shown below:

210Pb
β−−−→

32.2 y

210Bi
β−−−−−→

7.23 days

210Po (41)

210Po ends this chain by decaying into stable 206Pb via emitting α particle as shown
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Figure 4.9: Figure shows the reference spectral shapes of pep-ν, CNO-ν and 210Bi in
normalized Nhits.

Figure 4.10: The figure shows the correlations between the rates of interaction of different
species. One can see the strong correlation and anti-correlation among pep-ν, CNO-ν,
and 210Bi rate from non-diagonal plots [19].
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below.
210Po

α−−−→
200 d

206Pb (stable) (42)

The 210Po events can be identified via α particle using pulse shape discrimination
technique as mentioned before. When these 2 equations are in secular equilibrium with
each other, 210Bi rate is equal to the rate of 210Po decay. However, it was found out that
there had been other sources of 210Po inside the detector in addition to 210Pb decay. The
different sources of 210Po in the detector are listed as following:

• Supported 210Po: This component is in secular equilibrium with 210Pb/210Bi present
in detector.

• Unsupported 210Po: The Water Extraction phase during purification campaign
has led to the contamination of the detector with 210Po since 210Po washed off the
surfaces of pipes and storage tanks. Fortunately, this component has completely
decayed away and hence, does not contribute for the analysis.

• Convective 210Po: The origin of 210Po in detector is also known to come from Inner
Vessel surface. 210Po detaches from this surface and moves into FV either by diffusion
or by convection. The effect of diffusion is found to be negligible. The component
migrated to FV by convection is referred to as convective 210Po (Fig 4.11).

Figure 4.11: Figure shows the graphic representation of migration of 210Po from IV surface
due to convection [27].

It was seen that the convective currents of 210Po resulted in the fluctuations of 210Po
activity in FV. This leads to the difficulty in the determination of 210Bi rate. The reason
for these convective currents has been associated to the seasonal variations in the tem-
perature and human activities affecting temperature of Hall C where detector is installed
in Gran Sasso laboratory. Hence, the temperature is needed to be controlled in order to
make it stable for reducing the contamination of inner volume of scintillator by 210Po.

To achieve this goal, a vertical thermal gradient was established. The Borexino detector
is installed above a heat sink provided by the rock with temperature of 7.5◦C while its
temperature of its top is 15.8◦C. However, the instability in air temperature required a
thermal insulation campaign to be conducted in the year 2015 in order to achieve this
stable temperature gradient. Between May and December 2015, the Borexino Water Tank
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Figure 4.12: The figure shows the detector after thermal insulation1.

was covered with 2 layers of mineral wool as shown in Fig 4.12.

Figure 4.13: Figure shows the different locations of probes monitor-
ing the temperature of the detector2.

An Active Temperature Control System has been installed on the top of water tank to
provide for compensating the seasonal cooling in winters. In order to monitor the detector

1Source: Borexino Collaboration
2Source: Borexino Collaboration

40



temperature, the detector was equipped with temperature sensors at different positions as
shown in Fig 4.13. This work concerning stabilizing the inner detector temperature has
resulted in the stabilization of 210Po background for the CNO analysis. This is depicted
in Fig 4.14. In this figure, 210Po rate is calculated using layers of iso-volume cylindrically
symmetric to z-axis referred to as z-slices [28].

Figure 4.14: The figure shows the time distribution of 210Po rate in small cubes of about
3 tonnes ordered from 0 (bottom) to 58 (top of the detector). Fluctuations with high
rate of 210Po are present until year 2015. The red curve with its red scale on the right
represents the average temperature in the innermost region surrounding the nylon vessel.
The dashed vertical lines indicate the most important milestones of the temperature
stabilisation program: 1. Beginning of the “Insulation Campaign”; 2. Turning off of
the water re-circulation system in the Water Tank; 3. First operation of the active
temperature control system; 4. Change of the active control set point; 5. Installation
and commissioning of the Hall C temperature control system. The white vertical bands
show different DAQ interruptions due to technical issues.

From Fig 4.14, it can be seen that after thermal insulation, the seasonal convective cur-
rents have reduced which resulted in the creation of a region (blue) where 210Po rate is
minimum. This region is referred to as Low Polonium Field (LPoF) with mass of 20 tons
where contribution from residual convective motions is very low. Hence, 210Po rate in
LPoF is sum of the contribution from supported 210Po (R(210Bi)) and residual convective
210Po (R(210PoV )) i.e

R(210Pomin) = R(210Bi) + R(210PoV). (43)

The minimum value of 210Po rate which is used to evaluate upper limit on 210Bi rate
is calculated on the Phase 3 dataset. LPoF region resembles the ellipsoidal shape with
symmetry along x-y plane. Due to residual convective current in LPoF which results in
the small movement of LPoF along z-direction of the detector, the center of this ellipsoid
also changes over time. To tackle this, the data of every month is fitted with following
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paraboloidal function ([29]-[30]) and is aligned using the previous month:

f(θ) =
M · t
100

· (R(210Pomin) · effα
+βleak) · [1 +ρ

2

a2
+ (z-z0)2

b2 ], (44)

where M represents mass of fit region, t is live-time of data in days, βleak is the leakage
of β events due to MLP selection, effα is efficiency of MLP parameter for α events se-
lection, a and b are the paraboloidal axes, z0 is the position of minimum and ρ2 = x2 + y2.

My work here concentrates on the determination of the parameters effα and βleak, which
are fixed in the equation 44. These are the crucial parameters to be determined for the
analysis because absence of these parameters could lead to the wrong determination of
210Po rate and in turn resulting in the negative bias of 210Bi rate. These are discussed
below.

MLP efficiency

The parameter effα is referred to as MLP efficiency to correctly identify α events. The
following test shows that the condition on data using MLP parameter may remove some
α events and hence, discards 210Po events in data. In order to study and determine this
efficiency parameter for the dataset used in the fit of 210Po data, the same cut of energy
and MLP is applied on MC generated 210Po events as of applied in the method used to fit
210Po data. The cuts include 150 < Ngeonorm

pe < 270 and MLP < 0.3. This test have shown
that 96.9% of the pure 210Po events were identified as α events and hence, the efficiency
of MLP parameter to tag α events is 96.9% which is used in equation 44.

Beta leakage

The studies on calibration data [32] has shown that the MLP parameter cut of MLP <
0.3 misidentifies some of the β events as α events and hence, can lead to leakage of other
species in 210Po data during selection. In order to take this into account, the parameter
βleak is used in equation 44.

There are 2 methods which have been adopted to determine this parameter. Those are
listed as follows:

• Gaussian and Exponential fit - This method uses simple Gaussian model to
fit 210Po data and an exponential function to determine contribution of β events in
210Po data. The exponential function is used because the studies based on calibration
sources regarding MLP parameter cut of less than 0.3 have shown that tagging of β
events as α events by MLP has exponential dependency with respect to energy ([32]-
[33]). For this technique, same cuts of MLP and FV described above are applied
to 210Po data. The fit result for best possible configuration is shown in Fig 4.15.
From this fit, the rate of β events in energy region (150 < Ngeonorm

pe < 270) chosen for
analysis for minimum 210Po rate is 2.05 cpd/100 ton. The systematic error associated
to this method is evaluated by varying the energy range of fit and hence, the final
result is 2.1 ± 0.4 cpd/100 ton.

• Fit using MC PDF - There is a drawback in using the simple Gaussian and
exponential function as model to fit data that it assumes flat β spectrum in the
energy region of 210Po due to dominance of 7Be-ν spectrum. However, this was
not found to be the case as depicted in Fig 4.17. So, an independent technique is
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Figure 4.15: The figure shows the best fit result on 210Po data for the estimation of βleak
using simple Gaussian and exponential model including the residuals at bottom.

developed to crosscheck the above method and used, which does not rely on such
assumption. The details of this method are as follows.

– First, the 210Po events are selected from data using same MLP cut including FV
cut as described before. Their distribution is already shown in fig 4.15.

– Then, PDFs in Ngeonorm
pe for 210Po (fig 4.16) and other species lying in the energy

region of 210Po are created. The other species include 7Be-ν, pep-ν , CNO-ν,
pp-ν, 210Bi, and 85Kr.

– Further the PDFs of other species are summed together with interaction rate of
species as weights, as predicted by HZ-SSM predictions or independent estima-
tions. Those values are listed in Table 4.2.

– The summed PDF is shown in Fig 4.17. It represents β spectrum (in blue) and
an exponential damping (in red) is applied to this spectrum to simulate MLP
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Figure 4.16: The figure shows the MC PDF of 210Po.
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Figure 4.17: The figure shows the MC PDF of β events. It represents β spectrum (in
blue) and an exponential damping (in red) is applied to this spectrum to simulate MLP
dependence of tagging β events as α events on energy. The resulting PDF is shown in
green.

dependence of tagging β events as α events on energy. The resulting PDF is
shown in green.

– At last, the produced PDFs are used to fit 210Po data. The fit results for best
configuration is shown in Fig 4.18. Here, we obtain a good p-value of 0.64 and
better residuals than shown in Fig 4.16 which shows the fit results for Gaussian
and Exponential fit method.

– From this fit, the rate of β events in energy region (150 < Ngeonorm
pe < 270) chosen
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Species
Rate of inter-
action (cpd/100
ton)

7Be-ν 47.9

pep-ν 2.74

CNO-ν 4.92

210Bi 12.5

pp-ν 131.1

85Kr 9.8

Table 4.2: The value of rate of interaction for different species spanning in the energy
region of 210Po.

for analysis of minimum 210Po rate is 2.6 cpd/100 ton.
– To evaluate systematics associated to this method, various parameters like fit

range (Fig 4.19 and Fig 4.20) and slope of exponential function (Fig 4.21) which
is used to model MLP dependence of tagging β events as α events on energy is
varied. The total systematic uncertainty is calculated to be 0.3 cpd/100 ton.

– Hence, the results of the 2 methods are compatible with each other.

After fitting the monthly 210Po data using equation 44 and aligning the data with respect
to z0, the final fit is performed over data of whole period using the same equation (44)
and obtain a minimum 210Po rate of 11.5 cpd/100 ton. Hence, an upper limit on 210Bi
rate in this LPoF region is 11.5 cpd/100 ton with statistical uncertainty of 0.8 cpd/100 ton.

In order to extrapolate 210Bi rate over whole FV, studies regarding its spatial distri-
bution has been made. To do so, the β events were selected in the energy window where
contribution of 210Bi is maximum with respect to other species inside FV. The studies
have shown that 210Bi is uniform in FV during Phase-3 [28]. The uncertainty in determi-
nation of this homogeneity is taken into account as systematic error corresponding to the
value of 0.8 cpd/100 ton.

Other systematic errors include mass of the fit region of 210Po data with value of 0.4 cpd/100
ton and bin width of histograms with value of 0.2 cpd/100 ton. Combining all the errors,
the final upper limit on 210Bi rate is 11.5 ± 1.3 cpd/100 ton.
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Figure 4.18: The figure shows the best fit results of 210Po data with exponentially damped
β PDF (in purple) and 210Po PDF (in yellow) including residuals. One can see the good
p-value of 0.64 and better residuals than shown in Fig 4.16.
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46



end of fit range (Geonormalised_charge)
275 280 285 290 295 300 305 310

 r
a
te

 (
c
p
d
/1

0
0
to

n
)

β

2.6

2.62

2.64

2.66

2.68

2.7

 rate with high fit rangeβVariation of 

Figure 4.20: The figure shows the variation of βleak with respect to higher value of fit range
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Figure 4.21: The figure shows the variation of βleak with respect to slope of exponential
function used to simulate the MLP dependence on energy.
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Chapter 5

Multivariate Monte Carlo Fit of Data

This chapter explains the technique of fitting used to extract the CNO-ν signal from
Phase-3 data in section 5.1. It also explains the technique of applying a constraint as
penalty or upper limit on rates of individual spectral component.

The results obtained using the multivariate monte carlo fit of Phase-3 data are quoted
in section 5.2. I participated in performing the fit using the framework developed by
Borexino Collaboration known as bx-GooStats. This section also mentions about the fit
configuration used, and cites the 1σ confidence interval obtained for CNO-ν rate.

5.1 Fitting Method

In order to disentangle CNO-ν signal and background from data, a fitting method is used
which exploits the difference in energy and radial distributions of neutrino signal and
backgrounds. In order to perform the analysis of Phase 3 data, whose results will be
quoted in next section, a technique of multivariate fit of data is adopted.

In this technique, a binned likelihood function containing information from 2 energy
spectra - TFC-tagged and TFC-subtracted (described in section 4.1.1) in addition to the
information from radial distribution of the events in an optimized energy region, is max-
imised. The importance of radial distribution lies in the fact that it helps to disentangle
the external background contribution from data as it has an exponential trend decreasing
until center of the detector. The maximisation is done such that the reference shapes
generated through MC simulations i.e MC PDFs (discussed in chapter 3) describes the
data well.

The total likelihood function is calculated as the following:

L(~k|~θ) = LTFC
sub (~k|~θ) · LTFC

tag (~k|~θ) · LRad(~k|~θ). (45)

The ~θ represents the set of parameters with respect to which likelihood is maximised,
which are the interaction rates of species. And, ~k represents the set of experimental data
used to calculate the likelihood. Each likelihood term related to TFC-tagged and TFC-
subtracted energy distributions in eq. 45 is calculated as standard Poissonian likelihood
as following:
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LTFC(~k|~θ) =
N∏
i=1

λi(~θ)
ki

ki!
eλi(

~θ), (46)

where the product goes over each bin i of N bins in spectrum and ki are the number of en-
tries of events in ith bin. The λi parameter is the expected number of entries for the bin i.

The likelihood LRad(~k|~θ) is calculated using scaled Poissonian likelihood as following:

LRad(~k|~θ) =
N∏
i=1

aλi(~θ)
ki

ki!
eaλi(

~θ), (47)

where a is a scaling factor which is calculated using normalization to total number of
entries in data histogram as:

Nentries = a
N∑
i=1

λi(~θ). (48)

This normalization is done to take into account the correlation which is introduced due
to the presence of same entries in both energy spectra and radial distribution.

In the fitting method, the rate of interaction for all species is left free. However, the
rate of interaction for some of the species might be required to be constrained like for
pep-ν rate and upper limit on 210Bi rate for CNO-ν analysis as discussed in chapter 4. If
a constraint is applied, a symmetric Gaussian penalty term is added to the likelihood as
following:

L(~k|~θ)→ L(~k|~θ) · exp(−(x− µ)2

2σ2
), (49)

where µ and σ represent the value of constraint and its error from independent estimations
and x is the fit value of parameter of interest. In case of an upper limit (like for 210Bi
rate in CNO analysis), an asymmetric half Gaussian term is applied such that the value
of parameter of interest is left unconstrained between 0 and the value of upper limit.

5.2 Fit Results of Phase 3 Data

After passing the data selection cuts described in section 4.1, the data is fitted using MC
PDFs via the multivariate method as explained in previous section. The choice of energy
estimator for the fit is Nnorm

h (section 2.4). The start of energy range chosen for fit is
136 Nnorm

h (≈ 0.32 MeV) excluding the contribution from 14C decay and pile-up. This is
required because decreasing number of live PMTs in the detector has led to the loss of
energy and position resolution impacting the low energy region.

The fit results obtained in the energy range 136 to 954 normalized Nnorm
h are shown

in Fig 5.1. A good p-value of 0.3 can be seen from the plots. The fit result for radial
distribution is depicted in Fig 5.2, where events lying in 500-900 Nnorm

h are selected. Since
TFC splits the data on the basis that if an event is cosmogenic or not, there are 2 inde-
pendent parameters (rate of interaction in TFC-tagged and TFC-subtracted spectra) for
cosmogenic events while non-cosmogenic events have 1 parameter which are left free in
the fit. As already mentioned, the rate of interaction for different species is left free in the
fit with the exception of pep-ν and 210Bi rate. The 8B interaction rate is fixed according
to HZ-SSM predictions, however this does not affect the low energy species rate. Also,
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Figure 5.1: The figure shows the MV fit results on TFC-subtracted spectra (on the left)
and TFC-tagged spectra (on the right) using MC PDFs (in colorful legends) including the
distribution of residuals for each spectrum.
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Figure 5.2: The figure shows the fit results on the radial distribution of homogeneous
internal and external components using respective PDFs produced by MC1.

the shifts to the MC PDFs of 11C (section 4.1.1) and 210Po are applied.

The results on interaction rate obtained from this MV fit on Phase-3 data with their
statistical errors are reported in Table 5.1. From this fitting method, the CNO-ν rate is
extracted to be 7.2 cpd/100 ton. From the log likelihood profile of CNO-ν rate shown in
Fig 5.3, it can be inferred that the q-value (defined in equation 50) is 30.05 which helps

1Source: Borexino Collaboration
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to determine the discovery power of CNO-ν as explained in chapter 6.

q = −2log
L(CNO = 0)

L(CNO)
, (50)

where L(CNO = 0) and L(CNO) are the likelihood values for CNO rate = 0 cpd/100t
and the value from the fit.

The likelihood profile is asymmetric in shape due to the usage of half Gaussian term
as penalty to evaluate upper limit 210Bi rate as mentioned in previous section. The asym-
metric confidence interval on CNO-ν rate is evaluated to be -1.7 cpd/100 ton and +2.9
cpd/100 ton. This was calculated using conversion of likelihood profile to PDF of CNO-ν
rate according to probability = exp(−∆χ2

2
) and taking 68% quantile as 1σ confidence in-

terval (C.I).

Species Rate of interaction (cpd/100
ton)

7Be-ν 46.5 ± 1.4

pep-ν 2.74 ± 0.04 (constrained)

CNO-ν 7.2 -1.7 +2.9

8B-ν 0.46 (fixed)

210Bi 11.5 ± 1.3 (UL)

85Kr 12.0 ± 1.9

External 214Bi 4.07 ± 0.51

External 208Tl 5.01 ± 0.25

External 40K 0.00

6He 0.00

10C 1.76 ± 0.18

11C (tagged) 73.39 ± 0.55

11C (subtracted) 1.50 ± 0.13

210Po (tagged) 44.69 ± 0.45

210Po (subtracted) 43.62 ± 0.54

Table 5.1: The value of the rate of interaction (with statistical error only) for different
species obtained from MV Monte Carlo fit on Phase 3 data.
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Figure 5.3: The figure shows the log likelihood profile for CNO-ν rate (with statistical
error only). Here, CNO-ν rate of 0 cpd/100 ton corresponds to ∆χ2 = -2∆lnL = 30.05.
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Chapter 6

Final Result with systematics

This chapter describes the studies of systematic effects on CNO-ν rate and its discov-
ery significance. In section 6.1, the error related to the multivariate Monte Carlo fitting
method is also explained.

Section 6.2 consists of list of sources of error originating due to Monte Carlo fit model.
My work lies in this section to determine the magnitude of deformation for simulated
data-sets accounting for energy scale in detector energy response and 11C shift. The fi-
nal results for CNO-ν rate and significance of rejecting null hypothesis including all the
uncertainties are quoted in section 6.3.

6.1 Systematics related to Fitting Method

As we saw in chapter 5, the MV fit for CNO-ν analysis is based on the likelihood that
consists of contribution from 3 distributions: TFC-tagged, TFC-subtracted and radial
distribution. In order to study the systematics related to this fitting method, the study
of CNO-ν rate was done in different fit configurations.

The parameters that were varied to study systematics include minimum and maximum
energy range of the 2 two energy spectra, minimum and maximum energy of events that
contribute to the radial distribution and its binning. It accounts for 2500 fits in to-
tal and error on CNO-ν was found to be negligible compared to statistical uncertainty
(∼0.17 cpd/100 ton). The systematic error on q-value associated to the Multivariate
Monte Carlo fitting method has also been evaluated to be negligible.

6.2 Other Sources of Systematics

The other sources of systematics are related to the data-sets generated through Monte-
Carlo simulations. As PDFs are based on MC simulation, it is important to account for
the sources that could affect or bias the CNO-ν rate or its significance. The sources of
systematics influencing the CNO-ν are listed as following:

• The Spectral Shape of 210Bi - Different measurements has yielded the difference
in the shape of electron recoil spectrum at low energies due to 210Bi decay. This
is crucial because MV Monte Carlo fit rely on the reference shapes of each species
and also, the shape is taken into account for using the value of constraint on 210Bi
rate. The studies [34] has shown that the maximum deviation from shape chosen for
analysis amounts to 18%.
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• The Spectral Shape of 11C - The removal of noise events by MLP cuts (chapter
4) in 11C region cause the deformation in the shape of 11C simulated spectra. This
distortion of PDF has been evaluated to be 2.3%.

• Energy scale - The energy scale parameter related to detector energy response
agrees to a certain level in data and MC as discussed in section 3.2. This level of
precision was taken into account through systematics. In order to understand the
precision level, the peak of energy spectra of 210Po was compared in both data and
MC. The method to compare the peak is described in section 3.2. This has resulted
in the discrepancy of ∼0.32%.

• 11C shift - For 11C, the method to compare the peak in PDF and data is discussed in
section 4.1.1. The uncertainty of shift value of 0.7 Nhits (∼0.1%) is taken to account
for systematics which is calculated using likelihood profile as shown in section 4.1.1.

• Non-uniformity and Non-linearity - These effects were studied using data from
calibration sources and their Monte Carlo simulations. Inaccuracies accounting for
spatial non-uniformity and non-linearity in detector response are 0.28% and 0.4%
respectively.

6.3 Final Results

In order to evaluate the systematics error on CNO rate, over a million of simulated data-
sets were produced using toy Monte Carlo both with distortions which are listed above and
also without any deformations injecting different value of CNO-ν rate. The magnitude of
deformations are also mentioned in section 6.2. Further, both data-sets are fitted using
standard reference shapes without any deformations. Then, the widths of the distribution
of CNO-ν rate for both configurations are compared and the systematic error on CNO-ν
rate is evaluated to be -0.5 and +0.6 cpd/100ton.

This systematic error is combined with likelihood profile shown in Fig 5.3 by smear-
ing the PDF of CNO-ν rate with mentioned uncertainty and taking 68% quantile of this
smeared PDF as 1σ confidence interval. The C.I on CNO-ν rate including the systematics
from the resulting profile is calculated to be -1.7 and +3.0 cpd/100ton (68% confidence
level). This is depicted in Fig 6.1. The null hypothesis of no CNO-ν is rejected at the
significance level of 5.1σ which is also calculated using the probability distribution. This
translates to a CNO-ν flux of 7.0+3.0

−2.0× 108 cm−2 s−1 on Earth.

An additional frequentist hypothesis test [36] was made using toy Monte Carlo to eval-
uate the significance of excluding the CNO-ν rate of 0 cpd/100 ton. In this test, 13.8
million data-sets were simulated without injected CNO-ν rate. These data-sets are fitted
using distorted PDFs in order to obtain the distribution of q-value. In order to claim the
significance of 5.0σ, p-value should be less than 2.8×10−7 as cited in [36]. One can see
from Fig 6.2 that no event has q-value larger than that of obtained from data (chapter
5). This implies that the null hypothesis of no CNO-ν is rejected with a significance of
>5.0σ at 99% confidence level which is compatible with the one obtained from data.

The distribution of q-value is also obtained with injected CNO-ν rate of 7.2 cpd/100
ton in the same way as described before. One can see from Fig 6.2 that the q-value from
data (chapter 5) lies in the expected distribution (shown in red).
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Figure 6.1: The figure shows the likelihood profile of CNO-ν rate without including the
systematic errors (dashed line) and with systematic errors (black line). The histogram
shows the PDF of CNO-rate (see text) obtained from the counting analysis. The bands
in blue, violet and grey represents the confidence interval (68%) for SSM-LZ predictions,
SSM-HZ predictions, and the result from Borexino respectively1.
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Figure 6.2: The figure shows the q-distribution for simulated pseudo data-sets without any
CNO injected including systematics (in grey) and no systematics (in blue). The histogram
in red shows expected distribution of q-value for data-sets injected with CNO-ν rate of
7.2 cpd/100 ton (the best fit value from data) including the systematic distortions. The
black corresponds to the q-value of 30.05 obtained from data in chapter 51.

6.4 Counting Analysis

A simplified method called as "Counting Analysis" [35] has been developed which act as a
complementary analysis to the robust method of multivariate Monte Carlo fit. Its strategy
is to exploit the region of interest (ROI) where Figure of Merit (which means the expected
discovery significance of CNO neutrinos) is maximised. This analysis is performed using

1Source: Borexino Collaboration
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geonormalised charge (Ngeonorm
pe ) as energy estimator variable and the results are obtained

with analytical response of the detector in energy range of 180< Ngeonorm
pe < 1000. All

the events lying in ROI of 375 <Ngeonorm
pe < 429 (780-885 keV) are counted and further,

subtract the contribution of events from all the identified background events in that energy
region. The same value of constraint on pep-ν and 210Bi rate is applied in this approach as
described before. Hence, the rate on CNO-ν is obtained and the uncertainty is calculated
by propagating all errors associated to reference detector response model and independent
estimations on background rates. The results for CNO-ν rate is 5.6 ± 1.6 cpd/100ton at
a significance level of 3.5σ. This provides the confirmation for the existence of CNO solar
neutrinos.
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Chapter 7

Conclusion and Outlook

As described in this thesis, the goal of the Borexino experiment of detecting CNO solar
neutrinos has been achieved. As described before, the contribution to solar energy by
CNO fusion cycle is hypothesized to be ∼1% of total solar luminosity while pp-chain is
the major source of energy from the Sun. This poses a challenge in detecting the CNO
neutrinos coming from the Sun due to its low rate and presence of backgrounds like pep-ν
and 210Bi whose rate is correlated to CNO-ν rate. This cycle is believed to be a dominant
source of energy in stars massive than the Sun.

Due to degenerate spectral shape of pep-ν, 210Bi and CNO-ν, it is difficult to disentangle
the CNO-ν signal from data using fitting method without any constraint on correlated
species. Hence, the constraints on their rate from independent estimations are applied.
The constraint on pep-ν rate is based on Standard Solar Model predictions while an upper
limit on 210Bi rate is determined using the link with its daughter 210Po. The operation
of thermal stabilisation of detector in the year 2015 has made an significant contribu-
tion to determine upper limit on 210Bi rate and hence, the the analysis is done only on
the Phase-3 data which spans from June 2016 till February 2020.. My work concentrated
on determining the values of the parameters of the model used to estimate this upper limit.

The analysis on Phase-3 data has been performed in higher energy range excluding the
contribution from 14C and pile-up events using the fitting method called Multivariate
Monte Carlo fitting technique. This method makes an extensive use of simulated data-
sets using Monte Carlo simulations and I have worked towards its optimisation which has
been described in this thesis.

Besides these lists of obstacles, the first experimental detection of CNO-ν has been made
which is a proof for the occurrence of CNO cycle in the Sun. The rejection of non-existence
of CNO-ν has been made with a significance better than 5.0σ at 99.0% confidence level.
Taking into account all the statistical and systematic uncertainties, the estimation of
CNO-ν rate is 7.2+3.0

−1.7 cpd/100ton which corresponds to a flux of 7.0+3.0
−2.0× 108 cm−2 s−1.

The existence of CNO-ν has also been confirmed using a simplified cross-check method
called counting analysis.

However, this measured rate of CNO-ν has been found compatible with both SSM-HZ and
SSM-LZ predictions. The HZ and LZ SSM hypothesis is disfavoured at the significance
of 1.2σ and 2.1σ respectively. Hence, the current measurement can not solve the solar
metallicity problem.
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As the Borexino detector continues data-taking further, the analysis towards the pre-
cise measurement of CNO-ν flux will continue to decrease the uncertainties associated to
it. If clean LPoF enlarges throughout the whole fiducial volume, this could reduce the un-
certainty on the determination of upper limit on 210Bi rate or even the true measurement
of 210Bi rate. There will be an effort to do the analysis without using the constraint on
210Bi rate. This has been proposed to perform spectral analysis around the 210Bi end-point
region where the difference in energy spectra of 210Bi and CNO-ν can be exploited using
larger data exposure (from both Phase-2 and Phase-3) and also using the pep-ν constraint.

Further, the analysis work regarding the directionality measurement of solar neutrinos
using Cherenkov light emission due to interaction of neutrinos in Borexino detector will
be carried out and use it in the measurement of CNO-ν. The preliminary studies shows
that the directionality of 7Be solar neutrinos using Cherenkov light emission has been
measured. These developments in the methods could provide the robust studies on CNO
cycle and the insight in understanding the metallicity hypothesis of Standard Solar Mod-
els, currently to which there is no sensitivity.
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Chapter 8

Publications
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