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Selbstständigkeitserklärung

Ich versichere, dass ich die Arbeit selbstständig verfasst und keine anderen als
die angegebenen Quellen und Hilfsmittel benutzt sowie Zitate kenntlich gemacht
habe.

Unterschrift Datum

Diese Arbeit wurde im Institut für Kernphysik (IKP-2) des Forschungszentrums
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Abstract

The JEDI Collaboration aims to measure the electric dipole moment (EDM) of
deuterons and protons, in order to probe physics beyond the Standard Model,
and answer fundamental questions regarding the nature of the Universe, espe-
cially regarding the matter-antimatter asymmetry observed today. The first
step in the search for the EDM is being conducted in the Cooler Synchrotron
(COSY) in Forschungszentrum Jülich, by studying particles in storage rings.
A spin polarized particle in a storage ring, subjected to electromagnetic fields
along the quantization axis, will exhibit spin precession. The number of spin
precessions per turn in the storage ring defines the spin tune. This measure
is a vital component to the broader search for the EDM. This thesis describes
the spin tune analysis procedure for data taken in the April 2019 run in COSY,
which had cycles of the order of 1000 seconds.

vi





Contents

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Electric Dipole Moments (EDMs) . . . . . . . . . . . . . . . . . . 2
1.3 The COoler SYnchrotron (COSY) . . . . . . . . . . . . . . . . . 3
1.4 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Spin Dynamics and Polarimetry 6
2.1 Spin and Polarization Formalism . . . . . . . . . . . . . . . . . . 6
2.2 Spin Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Scattering Cross Section and Polarimetry . . . . . . . . . . . . . 9

3 Data Analysis 12
3.1 Experimental Method and Data Acquisition . . . . . . . . . . . . 13

3.1.1 COSY RF-Cavity Signal . . . . . . . . . . . . . . . . . . . 14
3.2 Discrete Turn Fourier Transform . . . . . . . . . . . . . . . . . . 15
3.3 Spin Tune Measurement . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Uncertainty in the Spin Tune . . . . . . . . . . . . . . . . . . . . 21

4 Comparison Between Bunches 28
4.1 Results from the Analysis . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Consistency Check . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5 Summary 34

A Results from Cycle 3 35

viii





Chapter 1

Introduction

1.1 Motivation

One of the most fundamental unanswered questions in physics currently is why
the universe is made of matter and not antimatter, and what caused this im-
balance to occur in the first place? According to the Big Bang hypothesis,
the universe was created with equal parts of matter and antimatter which ide-
ally should have annihilated perfectly, but due to quantum fluctuations, matter
predominated and we are left with the universe as we see it today. Andrei
Sakharov identified three conditions which need to be met in order to explain
this asymmetry : [1]

� Processes violating baryon number B must exist

� Charge inversion (C) and charge-parity inversion (CP) symmetries must
be violated

� Interactions outside the thermal equilibrium must occur.

The matter-antimatter asymmetry is quantified by the asymmetry parameter

η =
nB − nB̄

nγ
, (1.1)

where nB is the number density of baryons, nB̄ the number density of anti-
baryons, and nγ the number density of the cosmic microwave background (CMB)
radiation photons. According to the latest measurements of the CMB from the
Planck Collaboration, the baryon density has been measured to be Ωbh

2 =
0.02230 ± 0.00014, from which we get a baryon asymmetry of η ≈ 10−10 [2].
Taking into account the Standard Model and known theories of baryogensis, we
excpect an asymmetry of η ≈ 10−18, eight orders of magnitude lower than the
observed figure. This suggests that physics beyond the Standard Model (SM)
is required to explain the matter-antimatter asymmetry.
A few explanations have been posited for the baryon asymmetry, such as the
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CHAPTER 1. INTRODUCTION

Figure 1.1: Electric and magnetic dipole moments of a particle, and their trans-
formations under parity (P) and time reversal (T) transformations. It is seen
that the hamiltonian of the system after applying both these transformations
does not return to the original state, therefore violating CP symmetry. [8]

existence of electric dipole moments in fundamental particles [3], regions of the
universe where the antimatter has accumulated [4], or a mirror universe which is
antimatter dominated [5]. The existence of electric dipole moments would be an
extremely promising area of research since they are also predicted by theories
which go beyond the SM, such as supersymmetry (SUSY) or the theory of
axions as dark matter particles. Each theory predicts a certain magnitude and
behaviour of an electric dipole moment which can be used as a test for their
validity. Axions would cause oscillating electric dipole moments in baryons
[6], while SUSY predicts the orders of magnitude of electric dipole moments
in fundamental particles [7]. The Jülich Electric Dipole moment Investigations
(JEDI) collaboration aims to measure the permanent electric dipole moment of
particles in storage rings, using the Cooler Synchrotron in Forschungszentrum
Jülich.

1.2 Electric Dipole Moments (EDMs)

An electric dipole is formed, classically, when there is a physical separation of
opposite charges in a system. The electric dipole moment (EDM) is a vector,
defined as follows

dEDM =

∫
V

x · ρ(x) dx, (1.2)

2
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CHAPTER 1. INTRODUCTION

where ρ(x) denotes the charge density in a volume V . However, quantum field
theory also predicts fundamental particles to have intrinsic EDMs which arise
purely due to quantum mechanical effects. EDMs of fundamental particles d
are collinear with their magnetic dipole moments µ (MDM) and are defined as
follows

d = ηEDM
q

2mc
S,

µ = g
q

2m
S,

(1.3)

where m and q denote the mass and charge of the particle, respectively. The
speed of light is denoted by c, S is the spin vector, and the g-factor g and scal-
ing factor ηEDM are dimensionless. EDMs violate charge and time symmetry,
which implies under the CPT theorem that they must also violate CP sym-
metry (Fig. 1.1). One of the consequences of a permanent EDM violaing CP
symmetry would be different decay rates for matter and antimatter, providing
an opportunity to study the baryon asymmetry in the universe.
The Standard Model has two sources of CP violation: in the complex phase of
the Cabibbo-Kobayashi-Maskawa (CKM) matrix, which describes the mixing of
quark states and due to which we have observed CP violation in kaon and B
meson decays [9][10], and the θ̄QCD coefficient of the unobserved CP violating
term of the QCD Lagrangian [11]. The magnitudes of the EDMs of Standard
Model particles predicted by the theory are extremely small and out of the
limits of current experiments, O(10−36)e.cm [12]. Several theories which go be-
yond the Standard Model predict different EDMs for particles and thus provide
a test for them, such as Supersymmetry (SUSY) which predict EDMs of the
order of 10−28 − 10−25e.cm. EDMs of hadronic systems are sensitve to θ̄QCD
and other CP violating sources beyond the SM. Neutron EDMs have been an
active area of research for a while and many limits have been set through these
searches. The most recent study by the Paul Scherrer Institute puts a limit
on the neutron EDM at |dn| < 1.8× 10−26e.cm [13], and helps exclude certain
SUSY parameters. Meanwhile, the most recent limit placed on the proton EDM
by using 199Hg stands at |dp| < 7.9× 10−25e.cm [14].
Equation 1.3 clearly shows that studying the spin of a particle can illuminate
aspects on the particle’s EDM. EDMs and MDMs are affected by external elec-
tromagnetic fields, therefore affecting the spin. The details of the spin dynamics
are given later in this thesis. A storage ring can, by definition, store particles
for long periods of time allowing the study of spin dynamics. The Cooler Syn-
chrotron is an ideal facility to perform such investigations.

1.3 The COoler SYnchrotron (COSY)

The COoler SYnchrotron (COSY) (Fig. 1.2) is a magnetic storage ring in
Forschungszentrum Jülich, commissioned in 1993. It consists of the main stor-
age ring, with a circumference of 183.4 m and a beam energy range of 0.3 to 3.7
GeV [15], the sources for the ions, the accelerating cyclotron and the injection
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CHAPTER 1. INTRODUCTION

Figure 1.2: Outline of the COSY facility, showing the initial acceleration pro-
vided by the cyclotron (labelled in the figure as ”pre-accelerator”) and the in-
jection beam line leading to the storage ring.

beam line. The details of each component will not be elaborated here since they
are beyond the scope of this thesis. A brief overview of the facility is given here.
The beam, of polarized or unpolarized deuterons or protons, is accelerated to

specific injection kinetic energies, 45 MeV for H− ions and 76 MeV for D− ions,
using a cyclotron and then injected into the storage ring via the injection beam
line. During injection, the ions are stripped of their electrons, therefore, positive
ions or particles enter the storage ring. The storage ring is a race-track shape
and consists of two straight sections, each of length 40 m, and two curved sec-
tions of lengths 52 m each. The synchrotron also accelerates the beam. COSY
also has electron and stochastic cooling facilities which are used to bring down
the emittance of the beam, and an RF solenoid which is used to manipulate
the spins of the particles by subjecting them to an oscillating magnetic field.
The beam magnets used to maintain a stable orbit are water-cooled conducting
magnets with magnetic fields of up to 1.58T.
The WASA (Wide Angle Shower Apparatus) polarimeter is situated in one of
the straight sections. It consists of a fixed carbon target placed along the beam
trajectory and four scintillator detector quadrants which are used to measure
the polarization of particles. The details of the process will be elaborated in
the following chapter. The scattering of a polarized deuteron beam on a neutral
target has a cross section which depends on the polarization of particles. Details
on the cross section and polarimetry are given in the following chapter.
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CHAPTER 1. INTRODUCTION

1.4 Outline of the Thesis

The measurement of EDMs depends on having spin polarized particles in storage
rings for long periods of time with coherent spin vectors, i.e. maintaining their
spatial polarization. A relevant measure in this system is the spin coherence
time (SCT), defined as the time taken for the polarization vector to drop to
e−1/2 = 0.606 of its initial magnitude. Currently, SCTs of the order of 103 s
have been achieved [16]. Another quantity is the spin tune, defined as the ratio
between the frequency of spin precession to the frequency of particle revolutions
in the ring

νs =
fs
frev

. (1.4)

In this thesis, data from the May 2019 run, which used a polarized deuteron
beam and had cycles of 1000 seconds, is analyzed and the spin tune is measured.
Chapter 2 gives the underlying physics of the experiment, the dynamics of the
spin and its connection to polarimetry. Chapters 3 describes the methods used
to analyze the data as well as provide results of the analysis, while chapter 4
compares the results between different particle bunches in the same cycle.

5



Chapter 2

Spin Dynamics and
Polarimetry

2.1 Spin and Polarization Formalism

The following is an overview of the formalism used in the case of spin-1/2
particles [17]. A spinor ψ, with two components, is used to denote a single
spin-1/2 particle. The Pauli spin matrices are denoted as a vector σ whose
components are the individual matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (2.1)

The spin observable is given by the hermitian operator

Ŝ =
~
2
σ. (2.2)

A density operator is used to define a multi-particle state [18], such as a particle
beam

ρ =
∑
i

fi |ψi〉 〈ψi| , (2.3)

where |ψi〉 is a finite set of basis vectors and fi corresponds to the fraction of
particles in a particular state i. In the particular case of spin-1/2 particles, the
density is given by

ρ =
1

2
(1 + P · σ) , (2.4)

where P is the polarization vector, and is defined as

P =
1

N

N∑
i=1

Si, (2.5)

6



CHAPTER 2. SPIN DYNAMICS AND POLARIMETRY

summing over the individual particles in the ensemble. In COSY, dipole magnets
are used to bend the beam which have vertical magentic fields and, therefore,
the vertical axis becomes the quantization axis for the spins of the particles. In
the case of spin-1/2 particles, the vertical polarization is given by

PV =
Nm=1/2 −Nm=−1/2

Nm=1/2 +Nm=−1/2
, (2.6)

where Nm=1/2 and Nm=−1/2 correspond to the number of particles in each
quantization state.
A similar formalism applies to spin-1 particles with some modifications. Spin-1
particles are defined by spinors with three components and have three quanti-
zation states: m = −1, 0, 1. The three spin observables are

Ŝ1 =
~√
2

0 1 0
1 0 1
0 1 0

 , Ŝ2 =
~√
2

0 −i 0
i 0 −i
0 i 0

 , Ŝ3 =
~√
2

1 0 0
0 0 0
0 0 −1

 .

(2.7)
Using these three spin operators, nine independent hermitian matrices are formed
which completely describe a spin-1 system. Each matrix can be written as an
outer product of the spin operators, and split into a symmetric and an asym-
metric part. The set of ten operators is constructed as

Ŝij =
3

2

(
ŜiŜj + Ŝj Ŝi

)
− 2Iδij ; i, j ∈ 1, 2, 3, (2.8)

where I denotes the identity matrix and δij the Kronecker delta. Nine of the
ten operators are independent due to the condition

Ŝ11 + Ŝ22 + Ŝ33 = 0. (2.9)

If the system is axially symmetric about the quantization axis, as is the case of
particles in a storage ring, the density matrix takes the form

ρ =
1

3

(
I +

3

2
P3Ŝ3 +

1

2
P33Ŝ33

)
, (2.10)

where P is the polarization, and Pij = Pji. The vector and tensor polarizations
are defined as follows, in cartesian coordinates:

PV =
Nm=1 −Nm=−1

Nm=1 +Nm=0 +Nm=−1
, (2.11)

PT =
Nm=1 +Nm=−1 − 2Nm=0

Nm=1 +Nm=0 +Nm=−1
. (2.12)

2.2 Spin Dynamics

The spin vector S of a particle is affected by external electric and magnetic
fields, following a differential equation, in the non-relativistic cases, of the form

dS

dt
= Ω× S = µ×B + d×E, (2.13)

7



CHAPTER 2. SPIN DYNAMICS AND POLARIMETRY

where µ and d are the magnetic and electric dipole moments, respectively,
defined in eq. 1.3, and E and B are the electric and magnetic fields in the rest
frame of the particle, respectively. The spin precesses with an angular frequency
of |Ω| [18].
In the case of a an electron, the magnetic moment is given by

µ = g
e

2me
S, (2.14)

the same definition as eq. 1.3. The g-factor that appears in this definition is a
proportionality constant relating the observed magnetic moment of a particle µ
to its angular momentum quantum number, which appears in S as multiple of ~,
and a unit of magnetic moment, like the Bohr magneton or nuclear magneton.
In the case of protons, nuclei or other baryonic particles, the nuclear magneton
µN is used, therfore using the proton mass instead of the particle mass

µ = g
µN
~

I = g
e

2mp
I. (2.15)

The anomalous magnetic moment G arises due to corrections to the magnetic
moment by quantum loops. The difference between the magnetic moment cal-
culated using tree level diagrams and the observed magnetic moment is defined
as the anomalous magnetic moment

G = a =
g − 2

2
. (2.16)

The equation of motion for the spin 2.13 needs to be modified for relativistic
cases, as is in a particle accelarator, in the laboratory frame and in curvilinear co-
ordinates. This leads to the Thomas-Bargmann-Michel-Telegdi (Thomas-BMT)
equation [19] :

dS

dt
= (ΩMDM + ΩEDM )× S. (2.17)

ΩMDM and ΩEDM are the angular frequencies of the magnetic and electric
dipole moments, respectively, with the following explicit forms :

ΩMDM = − q

m

[(
G+

1

γ

)
B− Gγ

γ + 1
(β ·B)β −

(
G+

1

1 + γ

)
β × E

c

]
,

(2.18)

ΩEDM = − q

mc

ηEDM
2

[
E− γ

1 + γ
(β ·B)β + cβ ×B

]
, (2.19)

where γ and β have the usual relativistic definitions, and the electromagnetic
fields are defined in the curvilinear laboratory frame.
The Thomas-BMT equation (2.17) describes the precession of the spin about
the polarization axis as long as there is a horizontal component of the spin
vector, i.e. as long as it is not perfectly aligned with the polarization axis. The
spin tune νs is defined as the number of times the spin precesses about its axis
per particle turn in the storage ring, equivalently as the ratio between the spin
precession frequency fs and the particle revolution frequency frev :

νs =
fs
frev

. (2.20)
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Figure 2.1: The coordinate system used to define the space in which the scat-
tering occurs. Note that the axes have been rotated about the y-axis compared
to the axes in fig. 2.2 in order to clearly show the angles with respect to the
positive axes. [20]

2.3 Scattering Cross Section and Polarimetry

Figure 2.2 shows a schematic representation of the WASA polarimeter. The
coordinate system is defined as follows : the beam travels along the positive z-
axis, the polarization axis is the positive y-axis, and the right hand rule gives us
the positive x-axis ; the azimuthal angle φ is measured from the positive y-axis
to the projection on the x − y plane and the polar angle θ from the positive
z-axis (Fig. 2.1). The detector has 4 quadrants which completely cover the
azimuthal angle φ around and downstream of the point of scattering, allowing
for monitoring the build up of vertical polarization during the experiment. The
beam of polarized dueterons is extracted by moving it onto the target, where it
scatters elastically. The differential cross section of such an interaction is given
by [22]

dσ

dΩ
(θ, φ, β) =

dσ0

dΩ
(θ)

[
1 + 2

√
3

2
PV sinβ sinφ iT11(θ) +

1

2
√

2
PT
(
3 cos2 β − 1

)
T20(θ)

−2

√
3

2
PT sinβ cosβ cosφ T21(θ)

+2

√
3

4
PT sin2 β sin 2φ iT22(θ)

]
,

(2.21)

9
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Figure 2.2: WASA polarimeter, showing the four detector quadrants and the
target position in the beam pipe. [21]

where β is the polar angle of the detector, σ0 is the unpolarized cross section,
PV and PT are the vector and tensor polarizations, defined in eq. 2.11 and
2.12, and iT11 and iT2∗ are the corresponding analyzing powers. For a purely
vector polarized beam of intensity I particles per second scattering off a target
of density ρ and relatively small thickness, the counting rate N (i) of a detector
element i with solid angle Ω(i) is given by

N (i) = Iρ

∫
Ω(i)

dσ

dΩ
(θ, φ, β)dΩ

= Iρ

∫
Ω(i)

dσ0

dΩ
(θ)dΩ +

√
3PV sinβ

∫
Ω(i)

[
dσ0

dΩ
(θ)iT11(θ) sinφ

]
dΩ

= N
(i)
0

[
1 +
√

3PV sinβA
(i)
0

]
,

(2.22)

where N
(i)
0 and A

(i)
0 are defined as

N
(i)
0 = Iρ

∫
Ω(i)

dσ0

dΩ
(θ) sin θ dθ dφ, (2.23)

A
(i)
0 =

1

N0

∫
Ω(i)

[
dσ0

dΩ
(θ)iT11(θ) sinφ

]
sin θ dθ dφ. (2.24)

Therefore, for the left and right detectors, i.e at φ = −π2 and φ = +π
2 , the

counting rates are

N
(
φ = −π

2

)
= N0

[
1−
√

3PV sinβA0

]
, (2.25)

N
(
φ = +

π

2

)
= N0

[
1 +
√

3PV sinβA0

]
, (2.26)

10



CHAPTER 2. SPIN DYNAMICS AND POLARIMETRY

respectively. The relative asymmetry between these two rates,

A =
N
(
π
2

)
−N

(
−π2
)

N
(
π
2

)
+N

(
−π2
) =
√

3PVA0 sinβ, (2.27)

is a measure of vertical polarization PV and A0, independent of the particle
flux. If a detector is shifted by an azimuthal angle φ in the laboratory frame
and correspondingly ∆φ in the scattering frame, since the two need not be the
same, ∆φ is the angle between the plane of the spin vector S and the y − z
plane of the laboratory frame. If detectors are then placed at +x(φ = −π2 ) and
−x(φ = −π2 ), the laboratory frame becomes sensitive to the vertical component
of the vector polarization PV and the associated analyzing power ALR, defined
as

ALR =
L−R
L+R

=
√

3PVA0 sinβ cos ∆φ = PyVA0. (2.28)

L and R refer to the counting rates in the left and right detectors, respectively
(Eq. 2.27). Equivalently, if detectors are kept above and below the beam, at
φ = 0 and φ = π, the associated analyzing power ADU gives a measure of the
horizontal component of the vector polarization

ADU =
D − U
D + U

= PVA0 sinβ cos ∆φ = PxVA0. (2.29)

U and D are the counting rates of the up and down detectors, respectively. If
the particles are injected into the ring with their polarizations all aligned to
the vertical axis, then as time progresses and the spin vectors decohere, we will
gradually see a build up of the horizontal component of the vertical polarization.

11



Chapter 3

Data Analysis

The data analysed in this thesis was recorded during the April 2019 beam-
time in COSY at Forschungszentrum Jülich. The specific run, number 51180,
consisted of four cycles, two of which were unpolarized, with a deuteron beam
with four bunches. The beam momentum was 0.97 GeV/c. The duration of the
cycle was of the order of 103 seconds and the beam was extracted in ten intervals
throughout the cycle (Fig. 3.1). Therefore, only the data during the extraction
is alalysed and a spin tune behaviour for the entire cycle is extrapolated. This
chapter describes the data acquisition process from the polarimeter and the
analysis performed on it to extract the spin tune.

0 100 200 300 400 500 600 700 800 900

time / seconds

0

10000

20000

30000

40000

50000

60000

70000

80000

ev
en
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Figure 3.1: Number of events recorded during the cycle being analyzed. The
extraction periods, which show a marked increase in the number of events, are
considered during the analysis procedure.

12



CHAPTER 3. DATA ANALYSIS

3.1 Experimental Method and Data Acquisition

The polarized ion source provides hydrogen and deuterium ions of energies 4.5
keV and 7.6 keV, respectively. These ions are then accelerated using the JULIC
cyclotron upto their injection energies of 45 MeV for hydrogen and 76 MeV for
deuterons respectively (Ref. Chapter 1.3). Before entering the storage ring, the
beam is stripped of its charge by a thin carbon foil and enters uncharged. The
COSY facility also uses electron cooling to lower the beam emittance. Electron
cooling occurs when an electron beam with the same mean longitudinal veloc-
ity and smaller transverse velocity momentum spread than the main beam is
guided into the trajectory of the main beam and, by Coulomb interaction, the
emittance of the ion beam is reduced. The electron beam is then guided out by
magnets [23].
The deuteron beam with a momentum of p = 970 MeV/c in COSY, with a
circumference of 184 m, corresponds to a frequency of 750.6 kHz and a period
of 1.33 µs. After each scattering incidence, the scintillators in the polarime-
ter are hit by light which are detected by the photomultiplier tubes (PMTs).
With the addition of these PMT signals and appropriate triggers, this signal is
passed from each detector quadrant. All four signals from the quadrants, with
respective triggers, are passed to time-to-digital convertors (TDCs) where each
trigger signal is recorded as an event. The COSY RF cavity signal, prescaled
by a factor of 100, is taken as a reference signal [18]. A detailed explanation of
the data acquisition methodology can be found in [24].
The time interval between the initial particle injection and the end of the record-
ing of measurements and a ramp down of rhe COSY magnets is defined as a
cycle, and multiple subsequent cycles with the same beam and accelerator con-
figurations define a run. The run being analyzed in this thesis consisted of
4 cycles, each running for 900 seconds. A brief overview of the experimental
procedure is given below, a more detailed treatment is found here [25],

� A vector polarized ion beam is injected into COSY, with initial vertical
polarization and three polarization states.

� The beam is accelerated to the momentum of p = 970 MeV/c, after which
beam preparation is carried out. Electron cooling reduces the emmit-
tances and momentum spread of the beam and a correction of vertical
and horizontal orbits is performed.

� After cooling, a vertical orbit bump is applied on the beam to move it to
right below the carbon target in WASA.

� The scattering process is initiated. it is guided onto the carbon target and
slowly extracted with an efficiency of approximately η = 10−3 [26], which
translates to one particle out of a thousand being scattered and recorded
as an event. The scattering events are recorded continuously for analysis.

13



CHAPTER 3. DATA ANALYSIS

Figure 3.2: Visual representation of the Fourier transform. The sample data
shown in the top panel consists of sine waves of different frequencies; the Fourier
transform decomposes the signal onto a frequency domain, showing clearly the
dominant frequencies with equivalent amplitudes. In a discrete Fourier trans-
form, only discrete samples of the sample data is recorded and used in the
transformation procedure, using the formulas discussed in the text.

3.1.1 COSY RF-Cavity Signal

The COSY RF-cavity signal is used as a reference signal to determine the hor-
izontal spin precession. The RF-cavity sends a signal to the TDC every one
hundred periods. If tRF,i is the ith signal sent by the RF-cavity to the TDC,
the period time TRF,i is determined as

TRF,i =
tRF,i+1 − tRF,i

100
. (3.1)

The time after the jth turn after tRF,i is given by

tRF,i,j = tRF,i + j · TRF,i , j = 0 . . . 99. (3.2)

Each event recorded is assigned a turn number n ∈ Z, which is determined by
comparing the time of the event tev to tRF,i. A pre-scale factor is defined as
how often the RF-cavity sends a signal to the TDC, therefore, nps = 100. This
reduces the fluctuations in the data taking process without compromising on
data since it can still account for the observable macroscopic differences in the
cavity. The product of the pre-scale factor nps and the number of RF signals
nRF defines a macroscopic turn interval. The turn number n is defined as

n = nps · nRF +

⌊
tev − tRF,i

TRF

⌋
. (3.3)

TRF is the period for COSY, which is approximately 1.336µs. The floor function,
shown by the brackets, ensures that the greatest integer value is considered. The

14



CHAPTER 3. DATA ANALYSIS

next turn is defined every time the bunch passes through the cavity again. the
turn number of the eventnis independent of TRF since the reference time tRF is
read out every 100 turns [18]. The main principle of the spin tune analysis is
based on assigning each recorded event a turn number, which is guaranteed by
the unambiguous determination of particle turn number.

3.2 Discrete Turn Fourier Transform

For a function f(t) in the time domain, the Fourier transform is defined as [27]

f̃(ω) =
1√
2π

∫ ∞
−∞

f(t)e−iωtdt, (3.4)

where f̃(ω) is the transformed function in the (angular) frequency domain. If
the motion of the particle spin is described by a simple periodic function f(t) =
A cos(ωst+ φs), where ωs denotes the angular frequency of the spin and φs the
phase, f̃(ω) is the transformed function in the frequency domain with a peak
at the spin tune frequency [18].
In the case of the experiment conducted at COSY, the function f(t) is discrete
since each event is assigned a turn number n ∈ N. Therefore, a discrete Fourier
transform is performed on the data which is dependent on the turn number.
The function f(t) is multiplied with a delta comb, formed by summing Dirac
delta functions.

f̃(ω) =

∫ ∞
−∞

∞∑
n=0

f(t)δ

(
t− n

fRF

)
e−itω dt. (3.5)

fRF is the RF frequency of the cavity with the relation ωRF = 2πfRF . Perform-
ing the integration over the delta function leads to a discrete function dependent
on the turn number, f [n], which is summed over for different values of the turn
number [18].

f̃(ω) =

∞∑
n=0

f [n]e
− inω
fRF

=

∞∑
n=0

f [n]

[
cos

(
nω

fRF

)
− i sin

(
nω

fRF

)]
.

(3.6)

Using the relations fRF = ωRF
2π and ν = ω

ωRF
, we get

f̃(ν) =

∞∑
n=0

f [n] [cos (2πnν)− i sin (2πnν)] , (3.7)

where f [n] = A cos(2πνsn+ φs). The data, collected in a finite time interval,
is described using a rectangular window function w[n]. If N is the last turn
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number in the measurement interval, w[n] is defined as

w[n] =

 0 n < 0
1 0 6 n < N
0 n > N

. (3.8)

Multiplication in the turn number domain g[n] = f [n] · w[n] corresponds to
convolution in the spin tune domain g̃(ν) = f̃(ν) ∗ w̃(ν). This leads to

g̃(ν) = f̃(ν) ∗ w̃(ν)

=

∫ ∞
−∞

f̃(ν − λ)w̃(λ) dλ

=
∞∑
n=0

f [n] w [n] e−i2πnν

=

N−1∑
n=0

g [n] e−i2πnν .

(3.9)

The discrete Fourier transforms of the functions f [n] and w[n] are as follows

f̃(ν) =
A

2
(δ(ν − νs) + δ(ν + νs)) , (3.10)

w̃(ν) =

N−1∑
n=0

e−i2πnν =
1− e−i2πνN

1− e−i2πν
. (3.11)

Therefore, substituting in eq. 3.9,

g̃(ν) =
A

2

∫ ∞
−∞

(δ(λ− ν + νs) + δ(−λ+ ν + νs))
1− e−i2πνλN

1− e−i2πλν
dλ. (3.12)

However, it is not possible to have a perfectly continuous distribution in the
spin tune domain since the consecutive values of ν cannot be infinitesimally
close to each other. Consequently, the spin tune domain becomes discrete with
a sampling interview is given by ∆νk = 1

N , with νk = k
N where k ∈ Z. As a

result, the discrete turn number signal is discretely transformed into the spin
tune domain as

gνk =

N−1∑
n=0

g[n] e−i2πnνk

=

N−1∑
n=0

g[n] (cos(2πnνk)− i sin(2πnνk)) .

(3.13)

The turn number signal g[n] is based on random processes, and the probability
of detecting an event per turn is small, therefore, g[n] is defined as

g[n] =

{
1 n = n(nev)
0 else

. (3.14)
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Therefore, the summation over turn number is converted into one over the
number of events nev ∈ [1, Nev]. The discrete Fourier coefficients are given by
the real and imaginary parts of gνk :

aνk = R(gνk) =
2

Nev

Nev∑
nev=1

cos(2πνkn(nev)),

bνk = I(gνk) =
2

Nev

Nev∑
nev=1

− sin(2πνkn(nev)),

(3.15)

where 2
Nev

is a normalization factor. The uncertainty in the Fourier parameters
is given by

σaνk =
2

Nev

√√√√ Nev∑
nev=1

cos2(2πνkn(nev)),

σbνk =
2

Nev

√√√√ Nev∑
nev=1

sin2(2πνkn(nev)).

(3.16)

The amplitude and phase of the Fourier spectrum is defined as

ενk = |gνk | =
√
R(gνk)2 + I(gνk)2 =

√
a2
νk

+ b2νk , (3.17)

φνk = arg(gνk) = atan 2(I(gνk),R(gνk)) = atan 2(bνk , aνk), (3.18)

respectively, with the following statistical errors

σενk =

√
a2
νk
σ2
aνk

+ b2νkσ
2
bνk

a2
νk

+ b2νk
,

σφνk =

√
a2
νk
σ2
bνk

+ b2νkσ
2
aνk

(a2
νk

+ b2νk)2
.

(3.19)

The cycle, consisting of ∼ 600 · 106 turns, is divided into segments. Using a
selected frequency range, each event with a specific turn number n is used to
calculate the Fourier coefficients according to equation 3.15, the corresponding
coefficients are filled into a histogram. A reference is used, in this case the
number of events in the up detector, in order to analyze events only during the
extraction periods. The number of events in the four detector quadrants show
clearly the extraction periods with an increase in the number of events (Fig.
3.3). In order to calculate the amplitude, for each macroscopic interval in time
(turn number), a frequency range is scanned and for each frequency the Fourier
coeffiecients from each spectrum plot is used. In fig. 3.5, the amplitudes in
different frequency ranges are shown. The details about the phase plots are
explained in the next section.
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Figure 3.3: The number of events recorded in the four detector quadrants, used
as a reference for the analysis with appropriate thresholds.
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Figure 3.4: Fourier spectrum in the first macroscopic turn bin seen in two
frequency ranges of different orders. The top row shows a frequency range of
10−5 and the lower row a range of 10−8. Note that the x-axes have been offset
by a frequency value of 0.161 to make them easier to read.
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Figure 3.5: Amplitude of the Fourier transform in the 2nd turn bin in different
frequency ranges. Note that both x-axes are offset by 0.161.
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Figure 3.6: Amplitude and phase of the Fourier spectrum. The y-axis on the
left, in black, shows amplitude, and the one on the right, in red, shows phase.
Note the x-axis offset.
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3.3 Spin Tune Measurement

The probability distribution function describing the incidence of recording par-
ticles in the up or down detectors is given by pn(n) :

pn(n; ε, νs, φνs) =
1

∆n
[1± ε sin(2πνsn+ φνs)] , n ∈ (0,∆n),∆n ∈ Z, (3.20)

where φνs is the phase of the spin tune and ε = |Ay|PV is the analyzing power
times the fraction of vector polarized particles in the ensemble, which depends
on the atomic source [18]. The spin tune νs is assumed to be known and is the
same for all particles in the ensemble, the up and down detectors are considered
by the plus and minus signs, respectively, and they are assumed to be out of
phase by π radians.
The turn depending spin tune νs(n) is needed to describe the behaviour of the
spin tune throughout the cycle. It can be derived from the angular frequency,
which is related to the spin tune by a factor of 2π and can be extracted from
the phase of the Fourier spectrum. The variation in the spin tune is thus

δνs(n) =
1

2π
δωνs(n) =

1

2π

dδφνs(n)

dn
. (3.21)

The turn dependent spin tune is defined as

νs(n) = ν0
s + δνs(n) = ν0

s +
1

2π

dδφνs(n)

dn
, (3.22)

where ν0
s is the assumed spin tune that remains constant throughout the cycle.

The spin tune νs is equivalently defined as the ratio between the spin precession
frequency and the RF frequency

νs =
fs
fRF

⇒ ∆νs
νs

=
∆fs
fs
− ∆fRF

fRF

=
∂φs
∂t

2πfs
−

∂φRF
∂t

2πfRF

=
1

2πνs

∂φs
∂n

.

(3.23)

Therefore, using equations 3.29 and 3.23, we arrive at

νs(n)

ν0
s

= 1 +
δνs(n)

ν0
s

= 1 +
δfs(n)

fs
− δfRF (n)

fRF

= 1 +
1

2πν0
s

∂φs
∂n

(3.24)

⇒ νs(n) = ν0
s +

1

2π

∂φs
∂n

. (3.25)
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Using the phase, the spin tune behaviour for the entire cycle can be interpolated.
The phase of the Fourier spectrum is plotted by scanning a frequency range,
and for each frequency, the corresponding Fourier coefficients from the spectrum
are used. Therefore, each phase plot has a scanning frequency which remains
constant throughout the cycle ν0

s . The frequency range is determined by taking
the frequency at which the Fourier amplitude reaches its maximum and forming
an equal interval before and after that frequency. To smoothen out the phase
plots, the difference between two consecutive phase measurements ∆φ = φ(n)−
φ(n− 1) is used to unwrap the phase using the following criteria:

φ(n) = φ(n)− 2π if ∆φ > π,

φ(n) = φ(n) + 2π if ∆φ < −π.
(3.26)

If the scanning frequency for the phase is higher than the true spin tune fre-
quency, the phase difference between the two increases with time, and vice versa
in the case of a scanning frequency which is lower than the true spin tune fre-
quency. This also resets when the phase difference is a multiple of π. Therefore,
when the scanning frequency matches the spin tune frequency, the phase differ-
ence remains constant, i.e. ∂φ

∂n remains constant, and a constant phase can be
observed. This can be seen in Fig. 3.7. A better fit can be performed when the
spin tune does not remain stable for the entire cycle, since the slope would have
to be zero. An appropriate phase plot is selected and fitted with a polynomial,
here of order two, in order to extract the turn dependent slope ∂φs

∂n . Therefore,
if a polynomial

φs(n) = an2 + bn+ c (3.27)

is fitted (refer fig. 3.8), where a, b and c are the fit parameters, the slope is
given by

∂φs(n)

∂n
= 2an+ b. (3.28)

Therefore, the turn dependent spin tune has the form

νs(n) = ν0
s +

1

2π
(2an+ b) , (3.29)

which has a linear dependence on the turn number.

3.4 Uncertainty in the Spin Tune

The uncertainty in the spin tune σνs can be calculated using standard error
propagation, using the errors of the fit parameters, σa and σb, and the covariance
cov(a, b) between the fit parameters:

σ2
νs =

(
1

2π
σ ∂φνk

∂n

)2

=
1

4π2

(
2σ2

an+ σ2
b + 4cov(a, b)

)
(3.30)

⇒ σνs =
1

2π

√
2σ2

an+ σ2
b + 4cov(a, b). (3.31)
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Figure 3.7: The phase of the Fourier transform at different frequencies, shown
as the title of the plots. The left hand column is from the up detector and
the right hand one from the down detector. When the scanning frequency is
different from the spin tune freequency, the phase difference continues to change
throughout the cycle, as seen in the top and bottom rows. In the row in the
middle, the scanning frequency is close to the true spin tune frequency, therefore
the phase is more stable. Note the different y-axes in the plots.
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Figure 3.8: The phase of the Fourier spectrum at a fixed spintune value of ν0
s =

0.161 000 425 and fitted with a second order polynomial. The fit parameters pX
correspond to the coefficients of nX in the second order polynomial.
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Figure 3.9: The spin tune determined from the phase plots in fig. 3.8 in the up
and down detectors. Note the offset in the frequencies in the y-axes.
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Figure 3.10: The uncertainty in the spin tune in the two detectors

Therefore, we see that the uncertainty in the spin tune σνs ∝ n
1
2 . The theo-

retical uncertainty in the spin tune can be calculated by using the method of
maximum likelihood [28]. The count rates in the up and down detectors is given
by

N↑,↓(t) = N0 (1± P sin(ωt+ φ)) , (3.32)

where N0 denotes the unpolarized cross section, the up and down detectors
are described by the top and bottom signs respectively, the spin precession
frequency ω = 2πνfrev where frev is the frequency of revolution, and P denotes
the product of the analyzing power and polarization. In order to determine the
frequency, polarization and phase from the count rate, an asymmetry of the
form

A(t) =
N↑ −N↓
N↑ +N↓

= P sin(ωt+ φ) (3.33)

can be formed and fitted with a function f(t). However, that is not possible
due to the low number of events recorded per second which would provide the
statistics to perform such a fit. For deuterons of momentum p = 970 MeV,
the Lorentz factor γ = 1.12, spin tune ν = 0.16 and a revolution frequency of
frev = 748 kHz, therefore a frequency of ω = 752.4kHz is obtained. If COSY
records one event per millisecond, it will record less than one hundredth of a
period. Therefore, the likelihood method is used. The log-likelihood function
reads as

` = logL =
∑
↑

log [N0 (1 + P sin(ωti + φ))]

+
∑
↓

log [N0 (1− P sin(ωti + φ))]

− [N↑(ω, φ, P ) +N↓(ω, φ, P )]

(3.34)

Since the number of events in the detectors is not fixed, the extended maximum
likelihood method is used [29], from which the last two terms in eq. 3.34 appear.
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The number of events in the up and down detectors is given by

N↑,↓(ω, φ, P ) =

∫ tf

ti

N↑,↓(t) dt

= N0

[
(tf − ti)±

P

ω
(cos(ωti + φ)− cos(ωtf + φ))

]
= N0

[
(tf − ti)±

2P

ω
sin

(
ω(ti − tf )

2

)
sin

(
ω(ti + tf )

2
+ φ

)]
≈ N0(tf − ti),

(3.35)
where the approximation in the last step holds when (tf − ti) � 1

ω . This
clearly holds since ω = 752.4 kHz ⇒ ω−1 = 1.329µs. Therefore, N↑,↓(ω, φ, P )
is independent of ω, φ and P , and can be ignored. To find the the maximum
likelihood estimators we need the first derivatives of the likelihood function with
respect to the three independent variables, and the second derivatives for their
respective uncertainties. The first derivatives are as follows, each set to zero to
find the maxima :

∂`

∂ω
=
∑
i

±Pti cos(ωti + φ)

1± P sin(ωti + φ)

!
= 0, (3.36)

∂`

∂φ
=
∑
i

±P cos(ωti + φ)

1± P sin(ωti + φ)

!
= 0, (3.37)

∂`

∂P
=
∑
i

± sin(ωti + φ)

1± P sin(ωti + φ)

!
= 0. (3.38)

The second derivatives are:

∂2`

∂ω2
= −

∑
i

Pt2i (P ± sin(ωti + φ)

[1± P sin(ωti + φ)]
2 , (3.39)

∂2`

∂φ2
= −

∑
i

P (P ± sin(ωti + φ)

[1± P sin(ωti + φ)]
2 , (3.40)

∂2`

∂P 2
= −

∑
i

sin2(ωti + φ)

[1± P sin(ωti + φ)]
2 , (3.41)

∂2`

∂ω∂φ
= −

∑
i

Pti[P ± sin(ωti + φ)]

[1± P sin(ωti + φ)]
2 , (3.42)

∂2`

∂ω∂P
=
∑
i

±ti cos(ωti + φ)

[1± P sin(ωti + φ)]
2 , (3.43)

∂2`

∂φ∂P
=
∑
i

± cos(ωti + φ)

[1± P sin(ωti + φ)]
2 . (3.44)
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Using the expectation values of these second derivatives, we can calculate the
covariance matrix elements between the three variables

(cov−1)ij = −
〈

∂2`

∂ai∂aj

〉
= −

∫ T

0

N(t) · ∂2`

∂ai∂aj
· dt, (3.45)

where the integration runs over the entire time interval of the measurement
cycle, and (a1, a2, a3) = (ω, φ, P ).〈

∂2`

∂ω2

〉
= −

∫ T

0

N0(1± P sin(ωt+ φ))

(
Pt2(P ± sin(ωt+ φ)

[1± P sin(ωt+ φ)]
2

)
· dt. (3.46)

Making a few approximations, this integral can be solved quite easily. For
simplicity, we will consider only the up detector in the following discussion, to
make the signs easier to handle. For the down detector, all the following results
will hold by replacing P with −P . The polarization P � 1, and as mentioned
earlier ωT � 1. The sine and cosine terms average zero over one period and
the square terms contribute a factor of one half, therefore,〈

∂2`

∂ω2

〉
= −

∫ T

0

N0(1 + P sin(ωt+ φ))

(
Pt2(P + sin(ωt+ φ)

[1 + P sin(ωt+ φ)]
2

)
· dt

≈ −N0P

∫ T

0

t2(P + sin(ωt+ φ))(1− P sin(ωt+ φ)) · dt

= −N0P
2

2

∫ T

0

t2 · dt

= −N0P
2T 3

6
= −N(PT )2

6
,

(3.47)

where N = N0T . Similarly for the rest of the expectation values:〈
∂2`

∂φ2

〉
=
NP 2

2
, (3.48)〈

∂2`

∂P 2

〉
= −N

2
, (3.49)〈

∂2`

∂ω∂φ

〉
= −NP

2T

4
, (3.50)〈

∂2`

∂ω∂P

〉
= 0, (3.51)〈

∂2`

∂φ∂P

〉
= 0. (3.52)

Therefore, the covariance matrix has the following form

cov−1 =

N(PT )2

6
NP 2T

4 0
NP 2T

4
NP 2

2 0
0 0 N

2

 (3.53)
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⇒ cov =

 24
N((PT )2

12
NP 2T 0

12
NP 2T

8
NP 2 0

0 0 2
N

 (3.54)

The statistical errors on the three parameters correspond to the diagonal ele-
ments of the covariance matrix, therefore,

σ2
ω =

24

N(PT 2)
, (3.55)

σ2
φ =

8

NP 2
, (3.56)

σ2
P =

2

N
. (3.57)

Therefore, according to eq. 3.55, σω ∝ T−1 ⇒ σν ∝ T−1. Note here that T is
the length of the time for the entire cycle. In [30], it was seen that a 100 s cycle
could measure the spin tune to a precision of 10−10. In the cycle analyzed in
this thesis of 1000 s, from fig. 3.10 it can be seen that the uncertainty in the
spin tune is of the order of 10−11, which agrees with what is expected from eq.
3.55.
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Chapter 4

Comparison Between
Bunches

Figure 4.1: The three figures show a
particle beam (a) before bunching, hav-
ing a continuous distribution in phase
and energy (a), (b) after bunching,
showing sinsusoidal energy variation,
and (c) strong bunching after the cav-
ity [31]

The run from April 2019, that has
been analyzed in this thesis, utilized a
deuteron beam which contained four
particle bunches. In this chapter, the
results presented show the bunch wise
comparison of the results obtained.
Ion sources often produce particles in
a continuous stream, all of which are
not accelerated due to the alternating
nature of accelerating field. There-
fore, particles are bunched in groups.
This helps to increase the intensity
of particles in the bunch and effi-
ciently accelerate enough particles to
undertake the experiment. The par-
ticle beam is bunched by passing it
through an RF-cavity before it is ac-
celerated to relaticistic velocities. In
Fig. 4.1 (b), we can see that parti-
cles right before the origin, at ϕ = 0
and ∆Ekin = 0, have been accelerated
by a certain amount, however, the
particles right after the origin have
been accelerated less. This causes
the particles to bunch around that
phase. The phase of the RF-cavity
determines the characteristics of the bunches. A detailed discussion on particle
bunching can be found in [31].
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Figure 4.2: The number of events recorded versus the phase of the COSY RF-
cavity showing the four separate bunches. Each recorded event records the
rf-phase, along with turn number, polarization state and other variables, which
can then be used while analyzing bunches separately.

In COSY, we look at the phase of the COSY-RF cavity (Fig. 4.2). Here, we
can see the four bunches separated in the space of rf-phase. In this chapter,
the results of the analysis described in chapter 3 are presented for the separate
bunches.

4.1 Results from the Analysis

The Fourier analysis procedure described in the previous section, along with the
results given, were for one particle bunch in the cycle. Here we will compare
the results between the bunches. In order to distinguish between the bunches,
the phase of the COSY rf-cavity is used (Fig. 4.2). In Fig. 4.3a, the Fourier
coefficient bνk , calculated during the discrete turn Fourier transform using Eq.
3.15, is shown for the first turn bin in four bunches. Fig. 4.3b shows the Fourier
amplitudes in the four bunches, calculated using Eq. 3.17. The phase of the
Fourier transforms are calculated, using Eq. 3.18, and plotted, and then fitted
with a second order polynomial Eq. 3.27, Fig. 4.4a. Using this, the turn
dependent spin tune can be plotted, Eq. 3.29, Fig. 4.4b. The spin tune shows a
similar behaviour in all four of the bunches, although the absolute values differ
from turn to turn. The consistency of these results are verified in the next
section. Along with the turn dependent spin tune, we also plot the uncertainty
of the spin tune, Eq. 3.55. Fig. 4.5 shows that the minimum uncertainty in the
spin tune in all four bunches is of the order of 10−11.
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(a) The Fourier coefficient bνk at the first turn bin for the four bunches in the up
detector.
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(b) The Fourier amplitude calculated at the first turn bin in the four bunches for the
down detector.

Figure 4.3: Fourier spectrum and amplitude for the four bunches. When the
phase for the Fourier spectrum is calculated, the frequency range is formed by
taking the frequency of the maxima in the amplitude plots. Then for each
frequency, each plot of the Fourier coefficients is scanned and the coefficient at
that particular frequency is used.
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(b) The turn dependent spin tune in the four bunches in the up detector.

Figure 4.4: Each phase plot is calculated using a different fixed spin tune fre-
quency and then a second order polynomial is fitted onto the plot. The turn
dependent spin tune is obtained using this fit and the fixed spin tune for the
phase plot.
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Figure 4.5: The uncertainty in the spin tune in the four bunches in the up
detector. The minimum uncertainty in all four bunches is of the order of 10−11.

4.2 Consistency Check

As seen in Fig. 4.4b, the values of the spin tune in each bunch differs, even
though the general behaviour is similar. In order to verify the consistency of
the analysis being performed, the phases of the Fourier transform are compared
between the bunches.
The Fourier spectrum, i.e. the coefficients defined in Eq. 3.15, is obtained by
scanning all the events and performing the discrete transformation. In order to
facilitate an efficient and manageable data set to handle, the cycle is divided
into macroscopic turn (equivalently time) bins. Therefore, each plot is of one
macroscopic turn bin showing the Fourier coefficient, either aνk or bνk , versus
the frequency range, which can be changed depending on how finely we want to
analyze the frequency decomposition. In order to calculate and plot the phase
of the Fourier transform, a frequency range is formed by taking the frequency
at which the Fourier amplitude reaches its maximum and adding equal intervals
before and after it. Now the frequency range is scanned, and for each frequency
the Fourier spectrum is scanned, taking the coefficients from each turn bin
and calculating the phase, according to Eq. 3.18. The phase plots for a fixed
frequency ν = 0.161 000 439 for the four bunches can be seen in Fig. 4.6a.
Once the phases are obtained, for each bunch separately, taking one bunch
as a reference, the phases of the other three bunches are subtracted from the
reference, Fig. 4.6b. The difference between the phases of the bunches must
remain constant. Therefore, if a straight line is fitted to the plots where the
phases have been subtracted from the reference, its slope must be consistent
with zero, within measurement errors.
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(a) Phase calculated at the same fixed frequency ν = 0.161000439 in all four bunches.
The first bunch is used as the reference.
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(b) The phases of the second, third and fourth bunches are subtracted from the first
bunch. A straight line is then fitted to the result. The fit parameters p0 and p1
correspond to the intercept and slope of the straight line, respectively.

Figure 4.6: The phases in the four bunches for a particular fixed frequency (a),
and the difference from the reference and fit with a straight line (b).
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Chapter 5

Summary

In order to measure the EDM of particles, which is the goal of the JEDI Collabo-
ration, one of the quantities which is of great importance is the spin tune. A long
spin coherence time is required to make accurate measurements of the EDM. The
experiment is performed at COSY, a magnetic storage ring in Forschungszen-
trum Jülich. A deuteron beam which is spin polarized is injected into the ring
and accelerated to 970 MeV/c. Due to the magnetic field, the spin starts to
precess around the polarization axis, the motion being defined by the Thomas-
BMT equation. The spin tune is the number of times the spin vectors precess
about their axis per particle turn in the storage ring.

The run from April 2019, number 51180, was analyzed in this thesis. The
run consisted of 4 cycles, 2 of which were polarized, cycles 1 and 3. The results
of the analysis of the first cycle have been presented, and the results of the
third cycle are in the appendix A. The beam was bunched into four bunches,
and each bunch was analyzed separately. The Fourier method was used for the
analysis and the turn dependent spin tune was determined for each bunch. The
cycle length was of the order of 103 seconds and the beam was extracted in ten
measurement intervals distributed over the cycle. The uncertainty in the spin
tune, which is inversely related to the length of the cycle, is seen to be in the
order of 10−11 for all the bunches, and this result fits well with previous results
where cycles of length 102 seconds had an uncertainty of the order of 10−10 [16].

The spin tune from the four bunches was expected to behave the same. The
behaviour is, evidently, similar for all four quantities, however we see a similarity
in absolute magnitude of the spin tunes for the first and third bunches, and for
the second and fourth bunches, respectively. In order to check the consistency
of these results, the phase of the Fourier spectra for the separate bunches was
analyzed. By taking the first bunch as a reference at a fixed frequency, the phase
was plotted, and the phase from the other three bunches at the same frequency
was compared to the first. By taking a difference and then fitting a straight
line, we see that the slope of the fit is zero, within measurement errors, i.e. the
difference in phase between the first bunch and the other three bunches remain
constant, indicating a consistent set of measurements.
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Appendix A

Results from Cycle 3

The results from the analysis for the third cycle are presented in this appendix.
The Fourier spectrum, amplitude, phase, spin tune, and uncertainty in the spin
tune is presented in the following figures. The uncertainty in the spin tune is
also of the order of 10−11, as is the case in the first cycle. The consistency is
checked and the results are found to show no significant differences between the
bunches.
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Figure A.1: The fourier coefficient bνk for the up detector in the first macroso-
copic time bin in the four bunches in cycle 3. Note the x-axis offset.
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Figure A.2: The Fourier amplitude calculated for the up detector in the four
bunches in cycle 3.
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Figure A.3: The phase of the Fourier spectrum in the up detector for the four
bunches in cycle 3, fitted with a second order polynomial. The subscript of fit
parameters correspond to the respective powers of the turn number in the fit
function.
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Figure A.4: The turn dependent spin tune in the four bunches of cycle 3. Note
the y-axis offset.
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Figure A.5: Uncertainty in the spin tune for the four bunches in cycle 3
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Figure A.6: Using the same method described in chapter 4.2, the results for cycle
3 are checked for their consistency. Plotting the phase at a fixed frequency for
the four bunches, the difference between bunch 1 and the other three is plotted
and fitted with a straight line. The difference should remain constant and the
slope of the fit should be consistent with zero. This can be seen from the plots.
Here, the phase was plotted at the fixed frequency of ν0

s = 0.161 000 428.
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